Computational Brain & Behavior
https://doi.org/10.1007/542113-018-0002-8

@ CrossMark

The Impact of Inserting an Additional Mental Process

Qiong Zhang @ - Matthew M. Walsh>* . John R. Anderson??

© Springer International Publishing 2018

Abstract

Pure insertion describes a scenario where a mental process is inserted within a sequence of other processes without altering the
other processes. Under the assumption of pure insertion, the duration of the inserted process can be identified by calculating the
difference in overall response times when the process is present versus absent (i.e., Donder’s subtraction method). Additionally,
under the assumption of pure insertion, brain regions associated with the inserted process can be identified in fMRI studies by
contrasting activation when the process is present versus absent. However, the assumption of pure insertion does not hold in
many situations. In this study, we adopted a novel approach for identifying the impact of insertion by decomposing the EEG
signal into a sequence of latent stages, each with a distinct topographical distribution and duration. Based on these latent stages, it
is possible to identify when, and for how long, a process occurred. We crossed two factors in the experiment: whether the trial
required substituting a letter with a number from memory and whether the trial required calculating the product of two numbers.
By crossing these factors, we could examine whether inserting substitution and calculation processes affected the durations of
other mental processing stages. Behavioral data in the form of response latencies, and averaged EEG signal in the form of event-
related potentials (ERPs), provided no evidence of violations of pure insertion. However, our analysis of single-trial EEG signal
allowed us both to show that inserting substitution or calculation did affect other stages and to understand why.

Keywords Pureinsertion - The subtraction method - Electroencephalography - Hidden semi-Markov models - Multivariate pattern
analysis

Introduction

Psychological research has long sought to characterize the mental
processes that give rise to observable behavior. Researchers ex-
amined the sequences and durations of information processing
stages responsible for converting perceptual inputs to decisions
and actions (Sternberg 1969; Townsend and Ashby 1983). One
important tool in estimating the duration of a specific mental
process is the subtraction method, first proposed by Donders
(1969). This method applies to tasks that differ only in whether
an extra cognitive process is inserted. Then it estimates the
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duration of the extra process by subtracting the response time
(i.., RT) in the simpler task from the RT in the more complex
task (Donders 1969). Applying the subtraction method assumes
that pure insertion holds: that is, a mental process can be inserted
into a stream of processes without affecting other processes (also
referred to as the assumption of common-process invariance,
where the processes common to each pair of conditions remains
constant as the extra process is inserted). However, whether
and when the assumption of pure insertion holds has been
a long-standing question (Pachella 1973; Massaro 1989;
Friston et al. 1996; Logothetis 2008). In this work, we
combine neuroimaging methods (electroencephalography
or EEG) and statistical methods (hidden semi-Markov
models and multi-voxel pattern analysis) to shed new
light on the assumption of pure insertion.

Subtraction Method and Its Assumption of Pure
Insertion

Donders introduced the subtraction method as a way to esti-
mate the duration of a specific mental process by subtracting
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the RT in the simpler task from the RT in the more complex
task (Donders 1969). The specific tasks that Donders consid-
ered were a simple RT task, a go/nogo task (a simple RT task
with an additional stimulus discrimination process), and a
choice RT task (a go/nogo task with an additional response
selection process). The duration of stimulus discrimination
was estimated as the difference between RTs in the go/nogo
task and the simple RT task, and the duration of response
selection was estimated as the difference between RTs in the
choice RT task and the go/nogo task (for other examples, see
Luce and Green 1972; Treisman and Souther 1985). A variant
of the subtraction method, often referred as cognitive subtrac-
tion, has also been used in functional magnetic resonance
imaging (fMRI) and positron emission tomography (PET)
studies (Sartori and Umilta 2000). In these studies, assuming
that the inserted cognitive process does not affect the brain
activity of the existing cognitive processes, the activity asso-
ciated with the inserted cognitive process is estimated based
on the difference between brain activity in the experimental
conditions with the process versus control conditions without
the process (Logothetis 2008).

Previous Approaches to Testing Pure Insertion

At least three different sets of methods have been developed to
test the validity of pure insertion. The first set of methods
utilized RT (Taylor 1966; Ashby 1982; Ashby and
Townsend 1980; Ilan and Miller 1994). One early study by
Taylor (1966) crossed two factors: stimulus discrimination
and response choice. If pure insertion holds, neither of these
factors should affect the durations of other cognitive processes
required to complete the task. Therefore, one would expect
that the contributions of the two factors to overall RT would
be additive, as was found. Relatedly, Ashby (1982) used RT
information to test the hypothesis that conditions with extra
processes would have longer RTs than conditions without the
processes. The ordering of RTs across conditions should hold
both at the level of mean RTs and of cumulative RT
distributions, which was found. Lastly, Ashby and
Townsend (1980) proposed a stronger test in which RTs were
decomposed into hypothetical components, each with differ-
ent temporal distributions. They applied the test to data from a
memory scanning task where subjects had to judge whether a
single item was part of a previously presented set. The results
supported the notion that including an extra item in the mem-
ory set added a mental processing stage without altering other
stages’ durations.

The second set of proposed methods for testing pure inser-
tion use behavioral measurements besides RT to infer under-
lying cognitive processes. Ulrich et al. (1999) measured the
magnitude and time course of response force to detect subtler
changes in motor planning and execution. They gathered data
in the same set of tasks first described in Donders’ experiment:
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a simple RT task, a go/nogo task, and a choice RT task.
Responses were more forceful in the go/nogo task than in
the simple RT task. This was contrary to the expectation,
based on the pure insertion hypothesis, that response execu-
tion would be consistent across these two tasks.

The final proposed set of methods for testing pure insertion
use neuroimaging techniques (Vidal et al. 2011; Miller and
Low 2001; Danek and Mordkoff 2011; Friston et al. 1996;
Smid et al. 2000). For example, by examining event-related
potentials (ERPs) over the primary and supplementary motor
areas, Vidal et al. (2011) concluded that the same motor com-
mands, issued in two different conditions, were affected by the
insertion of an earlier stage. This outcome violates the pure
insertion hypothesis. Relatedly, Miller and Low (2001) mea-
sured motor execution time as the lag between the onset of
lateralized readiness potential (LRP) and the production of the
required response. They found equal motor execution time
across a simple RT task, a go/nogo task, and a choice RT
task, which supports the assumption of pure insertion.
However, under a similar experimental design with the same
approach, Danek and Mordkoff (2011) found differences in
motor execution time across a simple RT task, a go/nogo task,
and a choice RT task. Outside the EEG research, Friston et al.
(1996) conducted a PET study in which two cognitive com-
ponents, object recognition and phonological retrieval, were
inserted factorially. Activation in the inferotemporal region
reflected an interaction between the two factors, which vio-
lates the assumption of pure insertion. While informative,
measures of blood flow and oxygenation typically lack the
temporal resolution needed to test the original notion of pure
insertion, which concerns changes in the durations of mental
processes.

Motivation and Overview of Current Experiment

The field has developed a rich set of tools for using latency
patterns across conditions to test the assumption of pure inser-
tion. Nonetheless, these tools all test necessary conditions for
pure insertion to hold. Even if the latency patterns perfectly
satisfy what would be expected if a new stage was simply
added to the processing stream, it is possible that some of
the additional time was due to changes in other stages. The
only way to assure that the other stages have not changed is to
measure them directly, which is the goal of the current
experiment.

Psychophysiological measures such as the EEG methodol-
ogy afford millisecond resolution, making it an attractive tool
for tracking the time course of cognitive processes in a task
(Coles 1989; Diizel et al. 1997; Woodman 2010). Central to
the EEG analysis is the use of the event-related potentials
(ERPs), which are voltage deflections over the scalp that are
synchronized to observable events like stimulus presentation
and response commission. Given the amount of noise in the
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EEG signal, traditional ERPs are obtained after averaging sig-
nals across multiple trials locked to the observable events.
Traditional ERPs can be used to detect onsets of important
mental processes and reveal differences in recorded brain ac-
tivity across different experimental conditions over selected
regions (i.e., electrodes) and time windows. However, the sig-
nal averaging process can distort ERP components given their
trial-to-trial variability. Furthermore, the signal averaging pro-
cess can fail to detect ERP components related to mental pro-
cess that are weakly synchronized to observable events (Luck
et al. 2000).

To model the trial-to-trial variability of ERPs, we have
developed an approach (referred as HSMM-MVPA, combin-
ing hidden semi-Markov models with multivariate pattern
analysis; Anderson et al. 2016) that allows us to identify
ERP-like components as distinctive profiles of scalp activity
(i.e., bumps) at variable latencies in each trial. We can estimate
the number of bumps using a model selection procedure and
identify the durations of the stages bounded by these bumps.
A bump is modeled as a half-sine multidimensional peak
across the scalp that signifies a significant change in informa-
tion processing, followed by a flat period where the mean of
the task-related, ongoing sinusoidal noise is assumed to be 0.
This assumption is inspired by two theories of ERP generation
(Yeung et al. 2004; Makeig 2002; Shah et al. 2004; Basar
1980). According to the classical theory, significant cognitive
events generate bursts of activity in discrete brain regions
(Shah et al. 2004). Therefore, EEG signal can be described
as a sum of sinusoidal peaks and ongoing neural signal of
uncorrelated sinusoidal variation. Averaging neural signal
across trials will reveal the peaks as averaged ERP waveforms
that we see, whereas the other sinusoidal variation will aver-
age to zero. According to the second theory of ERP genera-
tion, the synchronized oscillation theory, significant cognitive
events reset the phase of the oscillation at a certain frequency
(Basar 1980). After averaging across trials, the resulting ERP
waveforms are indistinguishable to those generated under the
classic theory under simulated datasets (Yeung et al. 2007).
Other methods exist for dealing with trial-by-trial variability
in the latency of ERP components (Ouyang et al. 2015;
Woody 1967; Cecotti and Ries 2017; Dmochowski and
Norcia 2015; Mestre et al. 2014). The primary advantages of
HSMM-MVPA as compared to these other methods are its
capability (i) to capture ERP-like components that are not
locked to observable events and (ii) to estimate the number
of ERP-like components in the task (for a review and
comparison of methods, see Walsh et al. 2017).

Originally developed as a method to uncover the sequence
of information processing stages and their durations in a task
(Anderson et al. 2016), we propose in the current paper that
HSMM-MVPA can also be applied as a novel way to test the
assumption of pure insertion. Once EEG signal is decomposed
into a sequence of latent stages interleaved with distinct

bumps, we can estimate the number, timings, and topograph-
ical distributions of each bump and durations of each stage.
Having identified the mapping between stages and cognitive
processes, one can then examine whether the stages shared
between two conditions have the same durations, as required
for testing pure insertion.

Testing the Assumption of Pure Insertion
in an Arithmetic Task

We used a different task than others previously used to test
pure insertion (Donders 1969; Taylor 1966; Ulrich et al. 1999;
Miller and Low 2001; Danek and Mordkoff 2011). Our task
involved various combinations of two distinct mental process-
es: substitution of a number for a variable and mental multi-
plication. As seen in Table 1, the experiment contained four
conditions formed by crossing two factors. The first factor
related to whether participants were given two numbers (No
Substitution) or a letter and a number (Substitution). In the
latter case, they had to retrieve and substitute a memorized
number for the letter. The second factor related to whether
participants were required to multiply the two values and type
the corresponding two-digit answer (Calculation) or whether
they simply typed the two values (No Calculation). We refer to
the conditions as Null (No Substitution/No Calculation), Calc
(No Substitution/Calculation), Sub (Substitution/No
Calculation), and Both (Substitution/Calculation). The task
was designed such that each cognitive process could not start
until the previous process ended. Figure 1 shows the postulat-
ed processes in the Both condition, which included substitu-
tion and calculation. There are five sequential processes:

1. Encoding: Encode two items on the screen

2. Substitution: Substitute the letter C with its corresponding
digit 3 (previously memorized mapping)

3. Calculation: Calculate the product of the resulting two
digits 3 and 5

4. Mapping: Prepare the motor response by mapping the
two-digit answer 15 to two fingers

5. Response: Execute the motor response.

The pure insertion hypothesis holds that adding the require-
ment to perform substitution or mental arithmetic should

Table 1  Four experimental conditions and their corresponding
examples (for C=3)

Stimulus—Response No Calculation Calculation

No Substitution
Substitution

Null35—35)
Sub(C5—35)

Calc35—15)
Both (C5—15)
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Encoding Substitution

cs |

Calculation

c=3 [,|3x5=15 | 24 |5 !5

Mapping Response

Fig. 1 Process model for the Both condition. It goes through encoding the stimulus, substitution of the letter with corresponding digit, calculation of the
product, mapping answer to two fingers, and lastly executing the motor response

increase overall RTs without affecting the durations of any of
the preceding or following mental processes. The goal of the
current work is to demonstrate the novel application of the
HSMM-MVPA method to test pure insertion. The chosen task
has two desirable properties to demonstrate the strengths of
HSMM-MVPA in comparison with methods based on overall
RT or ERPs:

First, the processes involved in this task have been exten-
sively studied in neuroimaging experiments and are known to
evoke a characteristic set of ERPs. Specifically, the retrieval of
arithmetic facts is associated with the appearance of the late
positive complex (LPC) over the posterior scalp (Kiefer and
Dehaene 1997; Iguchi and Hashimoto 2000). Declarative re-
trieval, in turn, is associated with the parietal old/new effect,
also over the posterior scalp (Curran 2000; Diizel et al. 1997).
Using the same logic as Friston et al. (1996), we can compare
ERPs across four conditions and examine if two cognitive
factors are inserted in an additive manner without interaction.
If that does not hold, it would violate the assumption of pure
insertion at the level of brain activation.

Second, we predict that the duration of some stages will be
affected by the insertion of an additional stage while other
stages will not be affected. Therefore, we expect that we will

be able to show a more articulate analysis of pure insertion
where we can identify the stages impacted by insertion. One
might expect that inserting the substitution processes would not
violate the pure insertion hypothesis, owing to the serial nature
of the task. However, both substitution and mapping require the
participants to maintain new associations they have learned in
the experiment. Substitution requires letter-to-digit associations
and mapping requires number to finger associations. In the two
conditions that include substitution, both the letter-to-digit map-
pings and the digit-to-finger mappings are associated with the
experimental context and must be retrieved in each trial (Fig. 2).
In the two conditions without substitution, only the digit-to-
finger mappings are associated with the experimental context
and must be retrieved in each trial. Various theories of associa-
tive memory postulate that there is greater interference when a
larger number of items are associated with the same context
(Anderson et al. 1998; Schneider and Anderson 2011). This
gives rise to the somewhat counterintuitive prediction that
inserting the substitution process would prolong the duration
of the mapping stage. Inserting a calculation process, on the
other hand, involves retrieving arithmetic facts that are not spe-
cific to the experimental context and should not affect the du-
ration of the mapping stage.

Substitution process: .N'Iapping process:
letter-digit mappings digit-finger mappings
3
e.g. 2 4
T=2 : Item
C=3
F=4
Y=5
Gw) (o) (i) (o) Comext

Fig. 2 An illustration on how inserting a Substitution process can
potentially affect the Mapping process. Both substitution process (item-
level) and mapping process (item-level) require the participants to main-
tain new associations they have learned in the experiment. There is greater
interference when a larger number of items are associated with the same
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context. Therefore, in the two experimental conditions Sub (context-
level) and Both (context-level) which contain both substitution process
and mapping process, duration of the mapping stage is prolonged com-
pared with that in conditions without a substitution process inserted
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While inserting of substitution is expected to extend the
duration of the mapping stage, we expect that we will not
see in overall RT any counter-indications to the assumption
of pure insertion. This is because inserting a substitution pro-
cess would prolong the duration of the mapping stage to the
same extent in the two conditions with a substitution process
(i.e., Sub and Both). Therefore, insertion a substitution pro-
cess and insertion a calculation process will be additive and
not interact on the level of overall RT.

We have described our predictions of whether pure inser-
tion holds in the given tasks. These predictions will be com-
pared with the results of using the HSMM-MVPA method to
test for pure insertion. The HSMM-MVPA method is applied
independently, without knowledge of the model predictions.
Testing for pure insertion using HSMM-MVPA included three
steps. First, we examined whether HSMM-MVPA recovered
the same set of cognitive stages as postulated in the process
model, including the stages expected to be shared across con-
ditions. Second, we estimated the durations of the recovered
stages for each condition. Third, we compared the durations of
stages common across conditions to determine whether
inserting substitution and calculation altered their durations.
This constitutes one of the most direct tests of pure insertion
performed to date. We will compare conclusions reached
when applying HSMM-MVPA with methods that are based
on overall RT or ERPs and discuss the implications of their
differences.

Methods
Participants

A total of 22 individuals from the Carnegie Mellon University
community participated in a single session that lasted for two
and a half hours for monetary compensation. All were right-
handed. None reported a history of neurological impairment.
One subject did not complete the experiment, and another did
not comply with the experimental instructions. Data from the
remaining 20 subjects were analyzed.

Materials

Participants memorized four letter-to-digit mappings during
the study phase of the experiment. The four letters were ran-
domly selected from the 26 letters of the alphabet for each
participant. The four digits were always “2,” “3,” “4,” and
“5.” Participants were trained to responding using the five
fingers of the right hand. Each finger corresponded to one of
the five digits (i.e., “1,” “2,” “3,” “4,” and “5”).

Upon completing the study phase, participants advanced to
the test phase of the experiment. The test phase contained four
conditions shown in Table 1: (1) Null—two digits appeared on

the screen and participants typed the two digits; (2) Calc—two
digits appeared on the screen and participants typed the prod-
uct of the two digits; (3) Sub—a letter and a digit appeared on
the screen and participants retrieved the digit that
corresponded to the letter and typed the two digits; (4)
Both—a letter and a digit appeared on the screen and partic-
ipants retrieved the digit that corresponded to the letter and
typed the product of the two digits. Each condition contained
16 unique pairs." Pairs were balanced such that each of the
four letters occurred with equal frequency.

Procedure

Study Phase The study phase of the experiment had two pur-
poses. First, it allowed participants to memorize the set of
letter-digit pairs used in conditions of the later test phase that
involved substitution. Second, it allowed participants to mas-
ter the mappings between numerical values and response
keys. At the start of the study phase, participants memorized
four letter-to-digit mappings. The four letters were randomly
selected for each participant from the 26 letters of the alphabet,
and the four digits they mapped to were always “2,” “3,” “4,”
and “5.” During their first three presentations, letter-digit pairs
appeared at the center of the screen for 8000 ms. Participants
were instructed to read and memorize the pairs.

After all pairs appeared three times each, participants were
tested on their memories for the pairs. During each trial, a
letter appeared and participants were instructed to recall and
type the corresponding digit. They responded using their right
hand, with each finger corresponding to one of the five digits
respectively (i.e., “1,” “2,” “3,” “4,” and “5”). They were
given unlimited time to respond. If the participant responded
incorrectly, the correct answer was displayed for 1000 ms, and
if they responded correctly, the word CORRECT appeared for
1000 ms. We employed a triple dropout procedure. When
participants responded correctly, the letter-digit pair was re-
moved from the list of pairs. Otherwise, the letter-digit pair
was added to the end of the list. The memory portion of the
study phase ended once the participant completed the list a
total of three times (i.e., they responded correctly to each item
a total of three times).

In the final portion of the study phase, participants prac-
ticed pressing sequences of keys using their right hand. In
each trial, a pair of non-repeated digits, randomly drawn from
the set (1, 2, 3,4, 5), appeared on the screen. Participants were
instructed to (1) press the corresponding keys in the order of

! Sixteen pairs of digits were used in each of the four experimental conditions.
Pairs in conditions that involve calculation were (2,7), (7,2), (2,6), (6,2), (3.5),
(53).3.7). (73). (46). (64). 4:8). 8). (5.7). (7.5). (5.9). and (9.5). Pairs in
conditions that do not involve calculation were (1,2), (2,1), (2,4), (4,2), (2,3),
(32). 3.5). (5.3). BGA). @3). (14). @.1). (1.5). G.1). 4.5). and (54). The
underlined digits were replaced with corresponding letters in conditions that
included substitution.
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the digits on the screen and as quickly as possible and (2) to
minimize the inter-key time. Participants were informed that
training would end once satisfactory performance was
reached, but they were not told the exact termination criteria.
Training ended once the participant performed ten correct re-
sponses in a row with each inter-key interval falling below
400 ms. Training emphasized the accuracy of key presses,
along with the need to prepare and execute key presses in
quick succession, but allowed individuals to take time before
the first key press to prepare the motor response.

Test phase The test phase consisted of seven cycles, each of
which contained four blocks corresponding to the experimen-
tal conditions (Table 1). Condition order within a cycle was
randomized. Each block contained 32 trials. At the start of
each block, a prompt denoting the experimental condition
(Null, Calc, Sub, or Both) appeared. At the start of each trial,
a centrally presented fixation cross appeared for a variable
duration (sampled uniformly from 400 to 600 ms). Then, de-
pending on the experimental condition, two digits, or a letter
and a digit, appeared at the center of the screen. Participants
responded by pressing two keys. The correct answer was al-
ways a pair of non-repeated digits ranging from “1” to “5.”

Participants were instructed to respond as quickly and ac-
curately as possible, while also minimizing the inter-key time.
To incentivize participants to minimize inter-key time, we
created a bonus point system that awarded correct responses
only, while penalizing time to press the first key and inter-key
time. Specifically, 50 points were deducted for incorrect re-
sponses, and (50-25*First Key Press-50*Inter _Key Press)
points were awarded for correct responses. Points from each
trial were added to a running total that accumulated within
each block. Time was measured in seconds. Inter-key time
was penalized twice as much as time to initiate the first key
press. This was to encourage participants to prepare motor
responses for both key presses in advance, rather than pressing
one key before or while preparing the second response. After
the participant responded, feedback appeared on the screen for
1000 ms. Following incorrect responses, the word
INCORRECT appeared along with the correct response and
the number of points deducted. Following correct responses,
the word CORRECT appeared along with the number of
points awarded. Points earned were displayed at the end of
each block. Participants were shown and received zero points
if the score was negative.

EEG Recording

Stimuli appeared on a 60-Hz LCD monitor set 60 cm from
participants. The EEG was recorded from 128 Ag-AgCl
sintered electrodes (10-20 system) using a Biosemi Active 11
System (BioSemi, Amsterdam, Netherlands). The EEG was
re-referenced online to the combined common mode sense
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(CMS) and driven right leg (DRL) circuit. Electrodes were
also placed on the right and left mastoids. Scalp recordings
were algebraically re-referenced offline to the average of the
right and left mastoids. The EEG and EOG signals were fil-
tered with a bandpass of 0.1 to 70.0 Hz and were digitized at
512 Hz. The EEG recording was decomposed into indepen-
dent components using the EEGLAB FastICA algorithm
(Delorme and Makeig 2004). Components associated with
eye blinks were automatically identified and projected out of
the EEG recording. Epochs (from stimulus to response onset
in each trial) were then extracted from the continuous record-
ing and corrected over a 100-ms prestimulus interval. Epochs
containing voltages above + 100 pV or below — 100 uV were
excluded.

ERP Analysis

In the analysis of event-related potentials (ERPs), we exam-
ined data from nine regions centered on electrodes F3, FZ, F4,
C3, CZ, C4, P3, PZ, and P4. Each region contains seven
electrodes.” Collectively, these regions comprised three levels
for the factors of laterality (left, mid, and right) and
frontoparietal position (frontal, central, parietal). We analyzed
data from these regions from 400 to 820 ms, the time window
used by Iguchi and Hashimoto (2000) to measure the LPC in
an arithmetic production task (also see Kiefer and Dehaene
1997). The experiment contained four conditions (Null, Calc,
Sub, and Both), which were defined by the crossing of two
factors: whether or not problems require calculation (Calc and
Both versus Null and Sub) and whether or not problems re-
quired substitution (Sub and Both versus Calc and Null). To
isolate these factors’ effects, we performed a 2 (Calculation
versus No Calculation) by 2 (Substitution versus No
Substitution) by 3 (left, midline, right) by 3 (frontal, central,
parietal) repeated measures ANOVAs. For all analyses involv-
ing a factor with more than two levels, we adjusted p values
using the Greenhouse-Geisser correction.

HSMM-MVPA Applied to EEG

In our HSMM, we explicitly model the variability of endoge-
nous ERP components that would otherwise be distorted or
lost in the average waveforms. Previous applications of the
HSMM-MVPA method to EEG data were effective in

2 The electrodes included in each region were as follows: left-frontal (AFFSH,
F7, F5, F3, FFT9H, FFT7H, FFC5H), mid-frontal (AFF1H, AFF2H, F1, FZ,
F2, FFC1H, FFC2H), right-frontal (AFF6H, F4, F6, F8, FFC4H, FFC6H,
FFT8H), left-central (FCC5H, FCC3H, C5, C3, C1, CCP5H, CCP3H), mid-
central (FCCIH, FCC2H, Cl1, CZ, C2, CCP1H, CCP2H), right-central
(FCC4H, FCC6H, C2, C4, C6, CCP4H, CCP6H), left-parietal (TPP7H,
CPP5H, CPP3H, P7, PS, P3, PPOSH), mid-parietal (CPP1H, CPP2H, P1,
PZ, P2, PPO1, PPO2H), and right-parietal (CPP4H, CPP6H, TPP8H, P2,
P4, P6, PPO6H).



Comput Brain Behav

recovering the durations of the underlying processing stages
(e.g., recollection, decision) and showed predictable changes
with experimental factors (Anderson et al. 2016; Walsh et al.
2017; Zhang et al. 2017, 2018). The HSMM-MVPA method
identifies brief, distinctive profiles of scalp activity (i.e.,
bumps) at variable latencies in each trial (Anderson et al.
2016). A bump is modeled as a half-sine multidimensional
peak across the scalp that signifies a significant change in
information processing, followed by a flat period where the
mean of the task-related, ongoing sinusoidal noise is assumed
to be 0. Our HSMM models the durations of the flats as gam-
ma distributions.

Prior to HSMM-MVPA, two steps of dimensionality reduc-
tion were carried out to simplify the analysis and to make the
computations more efficient and tractable. First, the data were
down-sampled to 100 Hz (i.e., 10-ms samples). Second, to deal
with the highly inter-correlated nature of the EEG signal at the
128 sensors and to reduce the dimensionality of the signal, spa-
tial PCA (i.e., across electrodes) on all trials was performed to
generate orthogonal PCA dimensions. The first 10 PCA compo-
nents were retained. These accounted for 85.1% of the variance
in the signal. The PCA components were then z scored for each
trial. As a result, the data for the analysis consisted of 10 orthog-
onal PCA components sampled every 10 ms and with constant
mean and variability across trials. The data for the analysis in-
cluded the period of time from stimulus onset to the first key
response in each trial. Ten samples (100 ms) beyond the response
were also included from each trial in the analysis to ensure that
the bump reflecting the motor response was fully captured. We
only considered data from correct trials that were longer than
400 ms and shorter than 3000 ms. Trials from the first block of
each condition (i.e., the first four blocks of the experiment) were
treated as training trials and were thus excluded from further
analysis.

An n bump HSMM requires estimating 7 + 1 stage distribu-
tions to describe the durations of the flats plus the n 5-sample
bumps for each PCA component. The best model fit of such
HSMMs is given by maximizing the summed log likelihood of
the bumps and flats across all trials. For each trial, this log like-
lihood can be decomposed into two parts: the likelihood of the
EEG data given that the bumps are centered at each time point
and the likelihoods that the bumps are centered at those time
points given the gamma distributions that constrain their loca-
tions. In other words, the HSMM must select bump locations
within a trial to maximize the correspondence between the ob-
served and the estimated EEG signal, while selecting relatively
consistent flat durations across trials to maximize their fit to the
gamma distributions. The estimation process has to consider all
possible combinations of bump locations and this is what is
efficiently calculated by the dynamic programming associated
with hidden semi-Markov models (Yu 2010). We follow closely
the model selection and estimation procedure described in
Anderson et al. (2016). In the current study, there are additional

constraints in bump locations in order to fit an HSMM-MVPA to
four conditions simultaneously.® The HSMM methods also re-
turn the probabilities of each bump occurring at each time point
on a trial-by-trial basis. These probabilities can be used to calcu-
late the location of each bump in a trial, which is the sum of the
time points in the trial multiplied by the corresponding probabil-
ities that the bump occurred at those times. Mean stage durations
for a particular subject can then be calculated as the average time
between bumps across all trials within that subject.

Results
Behavior Results

Accuracy We performed a repeated measures analysis of var-
iance (ANOVA) with calculation and substitution as factors.
Accuracy was higher in blocks that included calculation, F(1,
19)=6.35, p <.05, and lower in blocks that included substi-
tution, F(1, 19)=21.98, p<.001. There was no interaction
between calculation and substitution, F(2, 36) =.04, n.s.

Response Time We performed a repeated measures ANOVA
on correct response times with calculation and substitution as
factors (Table 2). RT increased in conditions that included
calculation, F(2, 36)=62.94, p<.001, and substitution, F(1,
18)=263.04, p <.001. There was no interaction between cal-
culation and substitution, F(2, 36)=.95, n.s. This indicates

3 If we allow bumps to be placed as close as they can, an HSMM-MVPA can
pick up two distinct bumps with high correlation to each other that come from
the same cognitive process. This can occur either in the presence of alpha
ringing (Makeig 2002), where event-related potentials give lasting oscillations
that are fit to more than one bump, or when the underlying width of the bump
is much wider than the assumed 50 ms. This is not problematic as long as one
can identify the correct interpretation of each stage afterwards. However, in
this study, each condition is composed of a different subset of all the possible
stages. In order to apply an HSMM-MVPA to all four conditions simulta-
neously, one need to establish correspondence of interpreted stages across
conditions. In this case, a repetitive stage in one condition may cause the
omission of another stage in the same condition or misalignment of stages
across conditions. To prevent this from happening, we add constraint to the
model so that placement of closely spaced bumps with high correlation is
restricted. In particular, if the flat intervening between 2 bumps has the mini-
mum of 5 samples (50 ms) the bumps must have zero correlation. If the bumps
are more than M samples apart, there is no constraint on their correlation. In
between 5 and M samples, the maximum possible correlation is (#samples — 5)/
(M —5). Parameter M is chosen in a cross-validation framework, with even
trials in each subject used for training and odd trials for testing. A model is first
trained on even trials of (N — 1) subjects and then tested on odd trials of the left-
out subject. We prefer a model that does not give closely spaced bumps (i.e.,
large M), unless there is evidence that there is a smaller M value that general-
izes well to a majority of subjects. By assuming the set of stage composition
for each condition described in Fig. 6b, M = 16 is the largest M that is not
worse than a smaller M value in 15 or more subjects (two-tail sign-test, n = 20).
Therefore, we adopt a HSMM in our study with M = 16. It is also the point
beyond which there is sharp drop in model likelihood averaged across 20
subjects when M increases.
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Table 2 Mean accuracy and RT

with SEMs in parenthesis Null Calc Sub Both
Accuracy 0.90 (0.016) 0.92 (0.014) 0.87 (0.019) 0.89 (0.017)
Response time (s) 0.98 (0.032) 1.14 (0.028) 1.44 (0.048) 1.57 (0.043)

additivity of substitution and calculation in terms of mean
RTs, consistent with pure insertion.

We also performed a test of additivity on the RT distributions.
According to the pure insertion hypothesis, the distribution of
(Calc + Sub), obtained as convolution of Calc and Sub, should
be the same as the distribution of (Both + Null) obtained as a
convolution of Both and Null. These convolutions are shown in
Fig. 3. The null hypothesis that two convolutions come from the
same distribution is not rejected (p =0.28, two-sample
Kolmogorov-Smirnov test). This suggests that the effects of cal-
culation and substitution are additive at the level of RT distribu-
tions, further supporting the assumption of pure insertion.

ERP Results

Figure 4 shows ERPs from nine sites based on condition (Null,
Calc, Sub, and Both), and Fig. 5 shows mean amplitudes of the
waveforms from 400 to 820 ms. Two of the conditions required
calculation (Calc and Both), and two of the conditions required
substitution (Both and Sub). We performed a 2 (Calculation
versus No Calculation) by 2 (Substitution versus No
Substitution) by 3 (left, midline, right) by 3 (frontal, central,
parietal) repeated measures ANOVAs. Consistent with the im-
pression conveyed by the figures, the main effect of substitution
was significant, F(1,19) =4.587, p <.05. This was qualified by a
significant two-way interaction between laterality and substitu-
tion, F(2,38)=3.349, p<.05, and a three-way interaction be-
tween laterality, frontoparietal location, and substitution,
F(4,76)=6.387, p <.001. These interactions reflect the fact that

Calc + Sub
— — Both + Null

o]
T

)

\S]

Probability Density Function
N

RT (sec)

Fig. 3 Convolution of RT distributions in Calc and in Sub (black), in
comparison to convolution of RT distributions in Both and in Null (red)
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the effect of substitution was greatest over the left central and
parietal scalp.

The main effect of calculation was not significant, F(1,19) =
0.656, n.s. However, this was qualified by a significant two-way
interaction between laterality and calculation, F(2,38)=4.794,
p<.05, and a three-way interaction between laterality,
frontoparietal location, and calculation, F(4,76)=12.535,
p<.001. As with substitution, the effect of calculation was
greatest over the left central and parietal scalp. The two-way
interaction between calculation and substitution was not signifi-
cant, F(1,19)=1.118, n.s., and nor was any higher-level interac-
tion involving these factors. In summary, the requirements to
perform substitutions and calculations contributed additively to
mean voltages over a left-lateralized, central-parietal region, con-
sistent with the assumption of pure insertion.

Identifying the Stage Durations and the Bump
Profiles in HSMM-MVPA

We first identified the stages shared across all four conditions by
carrying out model selection in the Null condition. We per-
formed leave-one-subject-out cross-validation (LOOCV) by
fitting an HSMM to even-trial data from all but one subject
and then using the HSMM to estimate the likelihood of the
remaining subject’s odd-trial data.* More bumps are preferred
only when there is an improvement in model likelihood in a
significant number of subjects as determined by a two-tailed sign
test. We confirmed that an HSMM with three bumps
outperformed all models with fewer bumps (19 out of 20 sub-
jects for the 3-bump versus a 1-bump model, p < 0.0001; 17 out
of 20 subjects for the 3-bump versus a 2-bump model, p <0.01)
and that an HSMM with four bumps did not significantly out-
perform the 3-bump model (12 out of 20 subjects for the 4-bump
versus a 3-bump model, p > 0.05). Therefore, we continued our
analysis with the 3-bump model.

We then mapped the obtained HSMM stages from the 3-
bump model to the stages outlined in the process model
(Fig. 1). This was done by examining the durations of the four
stages and the scalp topologies of the three bumps in the
HSMM model (Fig. 6a). Each of the bumps is modeled as a
50-ms half-sine multidimensional peak that can be projected
back to the scalp given the known PCA projection weights.

* The leave-one-subject-out framework aims to obtain a model with general-
izability across subjects. Splitting even and odd trials for training and testing
ensures that the model evaluation on testing data in each subject is independent
with that in another subject.
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Given its early time course around 100 ms and its anterior
negativity, the first bump likely corresponds to the N1. This
component is typically interpreted as an index of visual atten-
tion (Luck et al. 2000). Therefore, the first stage reflects the
time for the visual signal to reach the brain and to be attended
to (labeled as a Pre-attention stage). The intermediate time
course and anterior distribution of the second bump are con-
sistent with the P2, which is associated with visual encoding
(Petten et al. 1991; Finnigan et al. 2011). Therefore, the sec-
ond stage reflects the Encoding stage. The last two stages
correspond to the Mapping stage and the Response stage de-
scribed in the process model, as one needs to select and

6 T T T T T T T T T
—&— Null
—O—_CCalc
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—O— Both
o~~~ 3 I |
>
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g
S
>
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Fig.5 Mean voltage (+ 1 standard error of the mean) from 400 to 820 ms
after problem onset by region and by condition

execute a motor response at the end of each trial. The Pre-
attention stage, the Encoding stage, and the Response stage
were also identified in previous studies using an associative
recognition task (Anderson et al. 2016; Zhang et al. 2017).
The longer-duration Mapping stage, during which subjects
prepare motor response by mapping two digits to the corre-
sponding key presses, was not required in our earlier tasks
where participants simply made a yes/no response.

The four stages identified in the Null condition are
elementary processes that should be shared across all con-
ditions of the experiment. To recover other processes, we
applied an HSMM-MVPA to the four conditions simulta-
neously. In addition to the stages shared across all four
conditions (Pre-attention, Encoding, Mapping, Response),
we inserted Calculation and Substitution stages depending
on the condition. This full model was superior to two
alterative models that do not include Calculation or
Substitution stages.” Figure 6b shows the durations of

> The model used in Fig. 6b (model 1) explains the additivity in total time by
the assumption that this reflected the insertion of additional stages. We ex-
plored whether it was necessary to insert additional stages or whether we could
account to the additivity by allowing stage duration to vary. We considered the
two alternative models model 2a and model 2b. In model 2a, the calculation
state has been eliminated and there is a Combined state but that Combined
state can have a different duration when a calculation is also required (i.e.,
conditions. Calc and Both) than when it is not (i.e., conditions Null and Mem).
In model 2b, the Substitution stage has also been eliminated and a separate
stage duration is estimated for each of the four conditions. In a LOOCV
comparison, model 1 outperforms model 2a in 16 out of 20 subjects (two-
tailed sign test, p = .01) and model 2b in 17 out of 20 subjects (two-tailed sign
test, p =.002).
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Fig. 6 Durations of the four stages and the scalp topologies of the three
bumps in the best model for the Null condition (a). Durations of the six
stages and the scalp topologies of the five bumps for the Both condition
(b). Note that for each condition, the sum of all stage durations gives

the six stages and the scalp topologies of the five bumps
in the Both condition, which included substitution and
calculation. Compared with the 3-bump model obtained
previously, two additional bumps and stages are inserted.
The posterior positivity in these two bumps is consistent
with the two inserted stages relating to retrieval of vari-
ables and of multiplication facts. The positivity in the case
of Substitution is consistent with the parietal old/new ef-
fect, a positivity that accompanies retrieval of information
from memory (Curran 2000; Diizel et al. 1997). The pos-
itivity in the case of Calculation, in turn, is consistent
with the LPC, a positivity associated with the retrieval
of arithmetic facts (Kiefer and Dechaene 1997; Pauli
et al. 2004, 2006). Though estimated in separate
HSMMs, there are striking similarities in the bump pro-
files and stage durations in the processes shared between
Fig. 6a, b.

Testing Pure Insertion by Comparing Stage Durations
Across Conditions

The HSMM-MVPA that was applied to all four conditions
provides estimates of bump latencies on a trial-by-trial
basis. From these, it is possible to estimate mean stage
durations for each condition and subject. These estimates
provide direct evidence about whether the durations of
mental processes shared across conditions are identical
despite the addition of other mental processes (substitu-
tion and calculation). Pure insertion predicts that the
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100 ms discrepancy compared with overall RT summarized in Table 2.
This is because HSMM-MVPA models an additional 100 ms post to
motor response for every trial

durations of the same stages will be identical across dif-
ferent conditions.

Figure 7 shows the durations across different conditions
for all six stages. To test if there are any differences
across different conditions for any stage, we allow each
of the stages, one by one, to vary in duration either by
substitution or by calculation. Allowing stage durations
to vary by condition yields more complex models. As
before, we only adopted the more complex model if it
gave larger likelihood than a simpler model in a signifi-
cant number of subjects using leave-one-subject-out
cross-validation. We first estimated gamma distributions
separately for conditions that involved substitution versus
conditions that did not. Including condition-specific du-
rations in the Mapping stage (15 out of 20 subjects;
p =.04) significantly increased the likelihood of the data,
while including condition-specific durations in the rest of
the stages did not (p >.05). This indicates that duration of
the Mapping stage is altered once the substitution process
is inserted, which violates the assumption of pure
insertion.

We then estimated gamma distributions separately for
conditions that involved calculation versus conditions that
did not. Including condition-specific durations in the
Response stage significantly increased the likelihood of
the data (16 out of 20 subjects; p =.01), while including
condition-specific durations in the rest of the stages did
not (p>.05). This indicates that the duration of the
Response stage is altered when the calculation process is
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inserted, which also violates the assumption of pure
insertion.

Discussion

Pure insertion is the idea that a cognitive process can be added
to a sequence of processes without affecting their durations or
brain activation. This is often a tacit assumption that accom-
panies use of the subtraction method. Yet the assumption of
pure insertion does not hold across all tasks and conditions.
We conducted an EEG experiment with four conditions
formed by crossing two factors, substitution and calculation.
This allowed us to test whether the respective processes
conformed with the assumption of pure insertion. Mean re-
sponse times, the complete RT distributions and the ERP re-
sults were consistent with pure insertion. However, HSMM-
MVPA provides an even more direct test of whether the dura-
tions of shared stages vary across conditions. In contrast to the
RT and ERP results, HSMM-MVPA revealed that inserting a
substitution process increased the duration of the response
mapping stage, and inserting a calculation process decreased
the duration of the response stage. We discuss each of these
findings, specific to the current task, in turn.

Adding the substitution process increased the duration of the
Mapping stage, violating the assumption of pure insertion.
According to the ACT-R’s theory of declarative memory
(Anderson 2007; Anderson et al. 1998; Schneider and
Anderson 2011), the time to retrieve an item depends on its
associative strength with the current experimental context.
Associative strength is weaker when more items are associated

Null Cal SubBoth Null Cal SubBoth

with the same experimental context. In the Sub and Both con-
ditions, participants had to retrieve letter-to-digit mappings and
digit-to-finger mappings. The earlier retrieval in each trial may
have interfered with the later retrieval, prolonging the Mapping
stage. Although calculation also involves retrieval, arithmetic
facts are not specific to the experimental context and should not,
therefore, interfere with the retrieval of items that are.
Consistent with this expectation, inserting the Calculation pro-
cess did not affect the duration of the Mapping stage.
Inserting the calculation process did decrease the duration
of the Response stage, however. This unexpected finding of
the violation of pure insertion may not be the result of the
calculation process per se, but rather of another aspect of con-
ditions that involved calculation: the reduced number of dis-
tinct responses.® In particular, the product of two numbers is
invariant to their presentation order. Therefore, in conditions
with calculation, the possible number of responses is half the
number in conditions without calculation. Decreased duration
in the Response stage is consistent with Hick’s law (1952),
which holds that overall RT should be less when there are
fewer response options. HSMM-MVPA localized this speed-
up to the Response stage, consistent with an interpretation in
terms of Hick’s law. Note that the insertion of calculation
increases response time by the addition of a stage but also
sped up the response stage. As this example demonstrates,

® We have considered equating the number of response options between con-
ditions with and without calculation. However, given that responses are insen-
sitive to ordering in conditions with calculation (e.g., both 3 X 5 and 5 x 3 gives
1 5), it would be necessary to include twice as many different problems. This
would likely have greater effects on the durations of multiple different pro-
cessing stages.
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the subtraction method, as applied to overall RTs, would un-
derestimate the duration of the calculation stage because of the
contrasting effect of the calculation manipulation on the
Response stage.

In the current study, we demonstrated a novel application
of HSMM-MVPA to test pure insertion. Though the conclu-
sion of whether or not pure insertion holds depends largely on
the tasks and experimental conditions examined, the method
we proposed to test the assumption can be generalized to other
studies. For example, the method could be applied to the orig-
inal set of go/nogo tasks used to study pure insertion and to
determine the exact stages where the assumption of pure in-
sertion is violated.

Comparison with Methods Using Response Time
and Event-Related Potentials

The factorial design of the experiment allowed us to test for
interactions between the two factors, calculation and substitu-
tion, when examining the assumption of pure insertion. If pure
insertion holds, the two factors should have additive effects on
both RT and brain activity (Taylor 1966; Friston et al. 1996).
In the current experiment, results from the RT and ERPs were
consistent with pure insertion. Calculation and substitution
had additive effects on mean RTs and the RT distributions.
Likewise, calculation and substitution had additive effects on
ERP amplitudes over the left central and parietal scalp, con-
sistent with pure insertion.

Why did the RT and ERP evidence support the as-
sumption of pure insertion, whereas the HSMM-MVPA
analysis rejected pure insertion for both calculation and
substitution? First of all, additivity in RTs or ERPs is
necessary, but not sufficient to establish pure insertion.
We can be confident that pure insertion is violated when
additivity is violated. However, there are cases where
additivity holds even without pure insertion: for example,
when an inserted stage has an additive effect on other
stages. This was the case in the current experiment were
inserting the calculation process inadvertently altered the
Response stage as well, and inserting the substitution
process altered the Mapping stage as well. Secondly, the
HSMM-MVPA method relies on more sources of infor-
mation (i.e., both single-trial EEG data and RT) in con-
trast to ERP and RT methods that rely on only one source
of information (i.e., averaged EEG data or RTs).
Recording multiple, converging sources of evidence pro-
vides a more stringent test of a theory and may increase
the likelihood of rejecting a hypothesis. This depends on
having a theory-driven framework for integrating the
multiple sources of data. The HSMM-MVPA method pro-
vides such a framework to utilize single-trial EEG data
by modeling the scalp profiles and occurrence of ERP-
like components across individual trials.
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Implications in fMRI Studies and Beyond

The standard approach to testing pure insertion in fMRI
studies is to examine interactions between factors in
terms of activation in specific brain regions (Friston
et al. 1996). Using this approach, the current experiment,
if adopted for fMRI, might fail to produce evidence of a
violation of pure insertion despite the HSMM-MVPA ev-
idence to the contrary. Both the Substitution stage and the
Mapping stage involve retrieving context-specific experi-
mental facts (letter-to-digit mappings or digit-to-finger
mappings). If the retrieval process in the two stages re-
cruit the same set of brain regions (e.g., left prefrontal
cortex; Anderson et al. 2007), application of the subtrac-
tion method would fail to separate activation related to
the substitution process from activation related to the
mapping process.

In addition to the subtraction method used in the liter-
ature of RT and fMRI studies, there are other measures
closely related to the assumption of pure insertion. In
particular, “selective influence” posits that it is possible
to design an experimental manipulation that affects a des-
ignated cognitive process and no other processes
(Sternberg 1969a, b). Selective influence is a core as-
sumption of many methodologies, including systems fac-
torial technology (SFT), which is used distinguish differ-
ent types of information processing architectures
(Townsend and Nozawa 1995). However, in the current
work, the unexpected violation of pure insertion in cal-
culation demonstrates that, while theoretically feasible, it
may be difficult to implement selective influence in an
experiment. The HSMM-MVPA method provides a pow-
erful framework to directly test whether any other pro-
cesses are altered while manipulating one process.

To summarize, the HSMM-MVPA method we used to
test pure insertion provides information about the durations
of each of a multitude of cognitive processes occurring
within a task. This is in contrast with RTs, which only
provide a measure of cumulative processing time. HSMM-
MVPA is also extremely general and can be applied to tasks
that involve a multitude of cognitive processes. Finally,
HSMM-MVPA provides millisecond resolution about the
timing of mental events. This makes HSMM-MVPA more
suitable than other neuroimaging techniques such as fMRI
and PET for examining pure insertion in tasks that occupy
Newell’s cognitive band (1990). In the context of the cur-
rent experiment, HSMM-MVPA revealed that substitution
affects the durations of other ongoing processes that involve
retrieval, consistent with ACT-R and other theories of asso-
ciative memory.
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