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ABSTRACT— This event-related fMRI study investigated
the differences between learning from examples and learn-
ing from verbal directions in mathematical problem solving
and how these instruction types affect the activity of rele-
vant brain regions during instruction and solution periods
within problem-solving trials. We identified distinct neu-
ral signatures during the instruction period of trials. While
studying examples, greater activation was found in the pre-
frontal and parietal regions that were known to be involved
in mathematical problem solving. In contrast, while study-
ing verbal directions, increased activation was found in
motor and visual regions. These differences, however, dis-
appeared during the solution period. During the solution
period, participants showed brain activation patterns like
those they displayed while studying an example, regardless
of which instruction they learned from. The results sug-
gest instruction type becomes irrelevant after students get to
an understanding. Educational implications were discussed
with regard to example-based instruction.

When learning to solve a problem, we process some form of
instruction and transform our understanding of the instruc-
tion into actual problem-solving behavior. Instructional
information often takes two alternative forms, an example
or verbal direction. Examples illustrate how a procedure is
applied to a problem and has a similar appearance to the
task items. In contrast, verbal directions usually consist of
a series of sentences that describe how the task should be
done. Many teachers and students use various combinations
of these two methods. Despite their pervasiveness, however,
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the neural mechanisms by which we learn to perform
new tasks from examples versus verbal directions are still
poorly understood. If we had a better understanding, we
might be able to better select the appropriate instructional
combination for different learning goals. In this article, we
want to examine the effect of these two alternative forms
of instruction on learning in mathematical problem solving
and identify how these two methods affect the activity of
relevant brain regions.

Learning From Examples Versus Verbal Directions
Comparing learning from examples with learning from ver-
bal directions, each form of instruction seems to have its
particular advantages and disadvantages. The biggest advan-
tage of an example is that it illustrates how the procedures are
applied. Because of similar appearance between an example
and a problem, students often prefer to learn from examples
rather than written instructions (LeFevre & Dixon, 1986;
Pirolli & Anderson, 1985). However, learning from examples
is not always successful. Learners may infer an incorrect
rule while studying an example (Matsuda, Lee, Cohen, &
Koedinger, 2009). Also, they may not be able to solve prob-
lems that are slightly different from the studied examples
(Reed, Dempster, & Ettinger, 1985).

In contrast, verbal directions describe the steps for solving
a problem. Written instructions can specify where to look,
what to do, and how to respond. However, such procedures
can be abstract and learners may have difficulty compre-
hending them. Also, because verbal directions are not similar
in appearance to the task items, unlike an example, students
have to mentally translate written instructions into an exe-
cutable form so that they can create a specific instance of
the problem (Anderson, Farrell, & Sauers, 1984).

Although both examples and verbal directions are com-
mon instructional methods for problem solving, we do not
have a good understanding of the mental processes by which
they are comprehended and how they are different from each
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other. There are relatively few behavioral studies that directly
compare use of examples and verbal directions. Reed and
Bolstad (1991) compared the effects of providing an example
with providing a set of verbal procedures and showed that
providing an example was more effective. On the other
hand, other studies have shown that verbal instructions and
examples were equally effective (e.g., Cheng, Holyoak, Nis-
bett, & Oliver, 1986; Fong, Krantz, & Nisbett, 1986). For
instance, Fong et al. (1986) showed that students who were
trained with explicit rules performed as well as those who
were trained with specific examples in learning of the law of
large numbers. Finally, in some of our past research on learn-
ing complex problem solving, we have found that some stu-
dents were unable to learn from examples while they could
successfully learn when given verbal directions (Lee, Fin-
cham, Betts, & Anderson, 2014).

Given mixed results about the relative efficacy of examples
and verbal directions, we suspect that which of these instruc-
tional methods is more effective depends on the task and
the quality of instruction. Good examples are useful, but not
all examples are equally effective (Lee & Anderson, 2013).
Likewise, what has been emphasized during instruction
could lead to different learning outcomes (e.g., Perry, 1991;
Rittle-Johnson & Alibali, 1999). We believe the mixed results
regarding different instructional methods suggest that we do
not have a good understanding about the underlying mech-
anisms by which instructional method influences learning.
Thus, our goal in this study is not to simply pit one instruc-
tional method against another. Rather, we will investigate a
situation where both methods are relatively successful and
look at the different neural signatures of the learning that
results. Examining these brain level effects might help one
understand how to select a combination of the instructional
methods to achieve one’s learning goals.

Neural Signatures Between Learning From Examples
Versus Verbal Directions
To our knowledge, no study has contrasted the distinct
neural signatures between these two alternative forms
of instruction. Most previous studies have focused on
identifying relevant brain regions underlying execution of
instructed tasks without distinguishing different types of
instructions (Brass, Wenke, Spengler, & Waszak, 2009; Cole,
Bagic, Kass, & Schneider, 2010; Hartstra, Kühn, Verguts, &
Brass, 2011; Ruge & Wolfensteller, 2010; Stocco, Lebiere,
O’Reilly, & Anderson, 2010; Stocco, Lebiere, O’Reilly, &
Anderson, 2012). In such prior research, participants are
presented with instructions on the screen and then they
have to apply these instructions to the problems that follow.
Such paradigms mostly have focused on distinguishing the
period when the instruction is studied from the period
when it is applied. Several studies have reported that lateral

prefrontal and posterior parietal regions are engaged during
encoding of instructions for new tasks and execution of
novel instructions (e.g., Brass et al., 2009; Cole et al., 2010;
Hartstra et al., 2011; Ruge & Wolfensteller, 2010).

In the current study, we want to examine whether
there are neural signatures that distinguish learning from
examples and learning from verbal directions in a mathe-
matical problem-solving task. In addressing this question
we need to distinguish effects of the two types of instruction
in the study period versus the solution period. We want to
answer the following questions: (1) what regions are more
engaged in studying of an example and what regions are
more engaged in studying of verbal directions? (2) If both
methods result in successful learning are there any differ-
ences when participants apply their knowledge in problem
solving? and (3) which type of learning is more similar to
actual problem-solving behavior?

We expect that when learners study a mathematical
example they will show activation in regions that are perti-
nent to mathematical reasoning. The brain activity should be
similar to activity when actually solving a problem because
both study of examples and problem-solving require math-
ematical computation. In contrast, while studying verbal
directions (vs. examples), learners would exhibit greater
activation in the regions that are pertinent to reading activ-
ity. Learners have to read and memorize written instructions
and this will cause greater activity in regions that are respon-
sible for processing visual information. Such reading activity
will not necessarily require mathematical computation, thus
we expect that studying verbal directions will be distinctively
different from actual problem-solving behavior.

Although we expect different patterns of brain activity
between the two different types of instruction (example
vs. verbal direction) during the study period, we do not
expect this to translate to different brain activity during
the solution period. When learners succeed in figuring
out problem-solving rules either from examples or verbal
directions, we expect they will create the same internal
representation that connects what features of the task to
pay attention to, what operators to perform, and how to
respond. We believe this is because such internal repre-
sentation does not have to depend on the form of initial
instruction. In a prior study (Lee et al., 2014), contrasting
discovery learning versus instruction (combined example
and verbal directions), we did not find brain activation dif-
ferences after the skill had been mastered. Similarly, Klahr
and Nigam (2004) also demonstrated behaviorally that what
is learned was more important than how it is learned in the
domain of science education. The hypothesis that instruc-
tion type does not matter after getting to an understanding
predicts an interaction effect between instruction type and
period such that learning from example versus verbal direc-
tion will cause different brain activity during the study period
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but this difference will disappear during the solution period.
The alternative hypothesis is that learners will develop differ-
ent internal representations depending on the forms of pro-
vided instruction and this will in turn affect problem-solving
activity while applying their representation to the actual task
item. This hypothesis predicts that we should still see dif-
ferences in problem solving, perhaps like the differences
expected during the instruction period.

According to our hypotheses, brain regions that are perti-
nent to mathematical problem solving are expected to show
an interaction between instruction type (example vs. verbal
direction) and period type (study vs. solution) because brain
activity should differ only in the study period, but not in the
solution period. More specifically, these regions should show
lower activity when studying verbal directions than when
studying an example or solving a problem (given either form
of instruction). This is because only during the study phase of
verbal directions, mathematical computation is not required
whereas during all other conditions mathematical computa-
tion is required.

In particular, we expected such an interaction in two
regions (coordinates are given in Table 1). One is the hor-
izontal intraparietal sulcus (HIPS) which past research
has shown to be engaged by mathematical tasks and the
processing of quantity (e.g., Cohen-Kadosh, Lammertyn,
& Izard, 2008; Dehaene, 1997; Dehaene & Cohen, 1997;
Dehaene, Piazza, Pinel, & Cohen, 2003; Lee et al., 2014;
Rosenberg-Lee, Lovett, & Anderson, 2009). For instance, we
(Lee et al., 2014) have shown that while people are solving
problems that require algebraic transformation, activity
in the HIPS regions increased relative to when solving
non-algebraic problems. Consistently, Rosenberg-Lee et al.
(2009) showed activity of the HIPS increased with task
difficulty in a multi-digit multiplication task.

The other region that we expected to show an instruc-
tion by period interaction is the lateral inferior prefrontal
cortex (LIPFC) which past research has demonstrated to
be involved in the retrieval of arithmetic facts (Danker
& Anderson, 2007; Menon, Rivera, White, Glover, &
Reiss, 2000). This region is also shown to be involved
in the retrieval of semantic facts more generally (e.g.,
Thompson-Schill, D’Esposito, Aguirre, & Farah, 1997;
Wagner, Paré-Blagoev, Clark, & Poldrack, 2001). Besides
showing an interaction, we expected that both the LIPFC
and HIPS would be more active during problem solving
than instruction due to their critical role in mathematical
reasoning.

We also chose to focus on the fusiform area, which we
thought would be more active during instruction study than
during the solution period. The fusiform area is known
for visual processing of attended information (Anderson,
2007). Several studies have shown that the fusiform area
plays an important role in visual word recognition (Price

& Mechelli, 2005; Leff et al., 2001; Shaywitz et al., 2002;
Turkeltaub, Gareau, Flowers, Zeffiro, & Eden, 2003). Other
research has shown that the fusiform has been implicated in
perceptual recognition (Grill-Spector, Knouf, & Kanwisher,
2004; McCandliss, Cohen, & Dehaene, 2003) and mental
imagery (D’Esposito et al., 1997; Ishai, Ungerleider, & Haxby,
2000). All of these prior studies highlight the importance
of the fusiform area in visual processing of attended infor-
mation. Therefore, we expect this region will be engaged by
detailed visual processing that would be evoked by study of
either verbal instruction or example. While it is still nec-
essary to encode information from the problem during the
solution period, the majority of the effort should be focused
on the actual calculation of an answer. Thus, we predicted the
fusiform would be more active during study than problem
solving.

The final region we chose for potential interest was the
angular gyrus (AG). Numerous studies have suggested the
AG is involved in mathematical cognition. According to
the triple-code theory (Dehaene et al., 2003), the left AG is
involved in verbal processing of numbers as part of a left lat-
eralized perisylvian language network. We (Lee et al., 2014)
observed that people tended to do verbalization to help their
computation and reduce working memory load and this in
turn tended to increase the activity in the AG area. The
AG is also known to be involved in the retrieval of declar-
ative arithmetic facts (Dehaene et al., 2003; Grabner et al.,
2009; Schmidthorst & Brown, 2004). According to these pre-
vious studies, we can predict that the AG area will show
greater activation during the solution period when people
have to do mathematical computation. On the other hand,
some other research suggests the AG plays a metacognitive
role in mathematical problem solving. For example, in both
Anderson, Betts, Ferris, and Fincham’s (2011) and Winter-
mute, Betts, Ferris, Fincham, and Anderson’s (2012) studies,
the AG appeared to play a metacognitive role when people
had to extend their acquired knowledge to a new mathe-
matical task. These results predict that the AG will be more
involved during instruction study than during the solution
period because in our experiment people have to infer a
problem-solving rule while they are studying the instruction.
In contrast, they can simply apply the rule they have inferred
when they are solving a test problem. Other research also
suggests the AG is involved in a wide range of semantic tasks
(e.g., Binder, Desai, Graves, & Conant, 2009; Desai, Binder,
Conant, Mano, & Seidenberg, 2011; Rapp, Mutschler, & Erb,
2012; Seghier, Fagan, & Price, 2010) and visuospatial pro-
cessing (Cattaneo, Silvanto, Pascual-Leone, & Battelli, 2009;
Göbel, Walsh, & Rushworth, 2001). Again this would sug-
gest a greater role during study. Given the conflicting prior
research, this is the one region for which we did not have a
prediction of whether it would be more active during study
or solution. By including this region, we hoped to perhaps
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Table 1
Locations of Predefined Regions

ROI Brodmann area(s) Volume Talairach coordinates (x, y, z)

HIPS 40 12.8 mm (high) by 12.5× 12.5 mm2 −34, −49, 45
LIPFC 9 and 46 12.8 mm (high) by 15.6× 15.6 mm2 −43, 23, 24
AG 39 12.8 mm (high) by 12.5× 12.5 mm2 −41, −65, 37
Fusiform 37 9.6 mm (high) by 12.5× 12.5 mm2 −42, −61, −9

Note: The coordinates were chosen based on prior studies: LIPFC and Fusiform from the ACT-R theory (Anderson, 2007) and HIPS and AG from Dehaene et al.
(2003) and Kadosh et al. (2008).

shed more light on the function of the AG and its role in
mathematical cognition.

Because of their importance in past research, we chose our
predefined regions described above from the following prior
studies: the LIPFC and fusiform from the ACT-R theory
(Anderson, 2007) and the HIPS and AG from Dehaene et al.
(2003) and Kadosh, Lammertyn, and Izard (2008). Table 1
shows coordinates and dimensions of these predefined
regions of interest. For all predefined regions, we focused
on the left hemisphere to minimize the number of pairwise
comparisons, and also because the left hemisphere has
generally shown a stronger effect than the right hemisphere
for mathematical problem-solving tasks in past studies (e.g.,
Anderson et al., 2011; Lee et al., 2014; Wintermute et al.,
2012)

CURRENT EXPERIMENT

The current study focused on the effects of two alternative
forms of instructions—examples versus verbal directions
when participants learned to solve simple mathematical
problems. To collect multiple observations during the exper-
iment, we introduced a new “task” on every trial and par-
ticipants had to learn the new task either from an example
or from verbal direction. Participants therefore studied an
example or verbal direction presented on the screen and then
applied the rule they inferred to a problem that was pre-
sented on the following screen. In this way, we were able to
examine the effect of two different forms of instruction on
each of the study period and the solution period.

METHOD

Participants
Twenty graduate and undergraduate students (14 male and
6 female, M = 23.9 years, SD= 3.5) from Carnegie Mellon
University participated in this study. All participants were
right-handed and had normal or corrected-to-normal vision.
Participants received $60 plus a performance-based bonus
(5 cents per correctly solved problem).

Learning Materials
We developed a series of mathematical problems that
required a simple arithmetic computation. This task was
developed based on some of our earlier research (Anderson,
Lee, & Fincham, 2014; Lee et al., 2014; Lee, Betts, & Ander-
son, 2015) where we studied students learning an extensive
curricula of “data-flow” diagrams that required filling in
the empty boxes in a diagram. In the current task, we used
a simplified task so that we can focus on the differences
between learning from examples versus verbal directions.

Figure 1 illustrates instructions provided in the example
and verbal direction conditions for a particular problem used
in this study. In both conditions, both an example and a
verbal direction were presented together, but, depending on
the condition, only one type of information was useful for
inferring the rule. In the example condition (see Figure 1a)
participants had to determine where the number in the blue
box (i.e., 13) comes from by identifying two numbers and one
operator that are relevant for computation. In this particular
case, 13 can be obtained by applying the subtraction operator
(−) from the top box to the numbers in the top box. Note of
course that every problem would involve selecting a different
combination of operators and numbers as described below.
In contrast, in the verbal direction condition (see Figure 1b),
the instruction explicitly describes the rule for solving the
upcoming problem. Note there are verbal instructions in the
example condition and similarly an example in the verbal
direction condition. However, these are purposely vague and
provide no information as to how to solve the upcoming
problem, but simply serve to keep the amount of visual
information constant between the two conditions.

After studying the instruction during a trial, participants
were presented with a problem like that shown in Figure 1c.
Here, participants have to determine a number to fill in
the empty box given the three numbers and two operators
provided. Notice that if given just the problem alone there
are a number of possible solutions. It is the instruction
studied just before that determines the correct rule to apply.
In this example, the correct answer is 15, because 11+ 4= 15.

Figure 1 is just one instantiation of the problem-solving
rules we used. The rule was changed for every trial by chang-
ing the location of numbers and operators required for the
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Fig. 1. An example of instructional information in (a) example condition and (b) verbal direction condition. By applying the same rule
presented in either (a) or (b), participants can solve a subsequent problem as shown in (c). The correct answer to this problem is 15
because 11+ 4= 15.

computation of the answers. For all of the problems, how-
ever, the rule always involved two numbers and one opera-
tor to keep the complexity of the problem constant across
the conditions. For instance, another rule might be: “Apply
the inverse of the bottom operator to the left two numbers.”
When applying this rule to the problem shown in Figure 1c,
the correct answer is 22 because 11*2= 22. Because our main
research interest is to identify brain signatures that are dis-
tinct between two alternative forms of instruction, the prob-
lems were constructed such that each could be solved by our
participants given either type of instruction. We wanted to
achieve similar levels of high accuracy for both conditions
so that we could focus on how the relevant knowledge is
acquired and later used to solve problems.

Design
A within-subjects, event-related design was employed to test
the effect of example versus verbal direction while learn-
ing a type of mathematical problem solving. All partici-
pants were exposed to both example-instruction (Example)
and verbal-instruction (Verbal) trials. These two trial types
were alternated throughout the experiment while the spe-
cific ordering was counterbalanced across the participants.

During example trials, the helpful example changed
according to the problem-solving rule for each trial, but the
same unhelpful written instruction (as shown in Figure 1a)
was used repeatedly. During verbal trials, the helpful written
instruction changed according to the problem-solving rule
for each trial, but the same unhelpful example (as shown

in Figure 1b) was used repeatedly. The helpful verbal direc-
tions were created by appropriately filling in the template:
“Apply [directly/inverse of ] the [top/bottom] operator to the
[top/bottom/left/right/diagonal] two numbers.”

By varying the location of the answer box (blue tile in
Figure 1), we constructed four different types of problems
(top left, top right, bottom left, and bottom right). Within
each of the four types, we varied the features of the instruc-
tional information to construct 12 different problem-solving
rules. We varied the type of operator (given vs. inverse), loca-
tion of operator (top vs. bottom) and location of two num-
bers (top/bottom two numbers vs. left/right two numbers vs.
diagonal two numbers). These 12 rules (2× 2× 3= 12) were
instantiated as both example trials and verbal trials resulting
in a total of 24 different problems. Four of these 24 prob-
lem sets were constructed. Within any particular set, the
order of problems was randomized and the same rule never
appeared consecutively when alternating the example and
verbal direction trials. In both examples and problems, the
top operator and bottom operator were never identical. The
answer for any problem was always a two-digit number.

Procedure
As described above, experimental trials were grouped into
four sets, with each set consisting of 24 trials, alternating
type (Example, Verbal or vice versa) from trial to trial. The
first problem set was meant for practice to become famil-
iarized with the task, and as such data from this set were
not analyzed. Participants solved this practice problem set
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Fig. 2. Illustration of events for each trial, showing the three critical periods: study, solution, and response period.

during structural acquisition in the scanner. The remaining
three sets of problems were the focus for analyses reported
here. Each set of problems was performed during a func-
tional acquisition in the scanner, with a period of rest
between each functional scanner run/problem set. Partici-
pants interacted with problems by means of a mouse.

Before the experiment began, participants were given a
brief test to make sure that they understood various terms
that would appear during the study (e.g., what is the inverse
operator of+ ?, what are the diagonal two numbers on the
given figure?). They were also given a few practice trials
to become familiarized with the trial sequence and system
interface. These practice problems were represented exactly
like actual task items, but simply required copying numbers
without true problem solving. At the beginning of the study,
participants were instructed that their task is to figure out a
problem-solving rule (what numbers to use and what opera-
tor to use for computation) on the instruction page and then
apply that rule to solve a subsequent problem. They were also
informed that the problem-solving rule would change for
every trial. Participants were asked to respond as accurately
and quickly as possible. The entire study took about 1 hr.

This study employed an event-related design with the goal
of examining differences between example-instruction tri-
als (Example) and verbal-instruction trials (Verbal). Figure 2
shows an illustration of events for each trial. The flow of
a trial can be characterized as consisting of three separate
periods: (a) a study period, in which the instructions (either
example or verbal) were presented on the screen; (b) a solu-
tion period, in which a problem was presented and par-
ticipants had to mentally solve by applying the instructed

rule; (c) a response period, in which participants entered an
answer using an on-screen numerical keypad. Both study
period and solution period were preceded by a 0.5 s fixation
and were self-paced. Participants were instructed to press a
done button as soon as they had studied the instructions or
computed the result. Thus, each trial in the scanner had the
following sequence:

1 0.5 s of fixation.
2 A self-paced study period: An instruction page was pre-

sented and participants had up to 15 s to study the
instruction. Participants clicked a done button when they
had finished encoding.

3 5 s of repetition-detection task. In the repetition-
detection task, letters appeared on the screen at a rate of
1/1.25 s. Participants were told to click a match button
whenever the same letter appeared twice consecutively.
This was intended to discourage participants from
extending their encoding of the instructions and enable
us to separate estimate of study and solution periods.

4 0.5-s of fixation.
5 A self-paced solution period: A problem page was pre-

sented and participants had up to 15 s to solve the prob-
lem. Participants clicked a done button when they had
finished their mental computation.

6 A self-paced response period: A response page was pre-
sented and participants had up to 5 s to enter an answer.
A numerical keypad appeared on the screen and the
system automatically accepted the participant’s response
as soon as two numbers were entered.
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7 1 s of feedback. A feedback page showed one of the
messages, correct, incorrect, or time’s up on the middle
of the screen. There was no information provided other
than correctness.

8 Repetition detection task whose duration varied ran-
domly between 6 and 12 s. This task served to distract the
participants from the main task and return brain activity
to a relatively constant level. The variable delays reduced
the collinearity between the periods and allowed for a
better estimation of the corresponding brain activity.

In addition, each functional scanning run began with a
fixation period and a repetition detection period.

Functional images were acquired using gradient-echo
echo planar image (EPI) acquisition on a Siemens 3 T Verio
Scanner using a 32-channel RF head coil, with 2 s repetition
time (TR), 30 ms echo time (TE), 79∘ flip angle, and 20 cm
field of view (FOV). The experiment acquired 34 axial slices
on each TR using a 3.2 mm-thick, 64× 64 matrix. This pro-
duces voxels that are 3.2 mm high and 3.125× 3.125 mm2.
The anterior commissure-posterior commissure (AC-PC)
line was on the 11th slice from the bottom scan slice.

fMRI Analysis
Acquired images were preprocessed and analyzed using
AFNI (Cox, 1996; Cox & Hyde, 1997). Functional images
were motion-corrected using 6-parameter 3D registra-
tion. All images were then slice-time centered at 1 s and
co-registered to a common reference structural MRI by
means of a 12-parameter 3D registration and smoothed
with an 6 mm full-width-half-maximum 3D Gaussian filter
to accommodate individual differences in anatomy.

Our primary goal was to examine the effects of task (study
vs. solution) and type of instruction (verbal vs. example) on
brain activity. Imaging data were analyzed using a general
linear model (GLM). For each participant, a regression
model was constructed (first-level design matrix) consisting
of seven model variables and a baseline model of an order-4
polynomial to account for general signal drift. Six of the
model variables corresponded to the 2 (Example vs. Verbal
instructions) by 3 (Study, Solution, and Response periods) in
a trial. There was a single additional variable corresponding
to the feedback period that concluded each trial, collapsed
over problem types. The seven regressors were constructed
by convolving the boxcar functions of these variables (on and
off periods) with the standard SPM hemodynamic response
function (Friston, Ashburner, Kiebel, Nichols, & Perry,
2011). Thus each regressor is a predictor reflecting the ideal
BOLD response to varying durations of neural activity as
expressed via the boxcar functions. Each regression yielded
seven beta weights per voxel for each participant. Analyses
focused on the study and solution periods. Group level anal-
yses were performed on these first-level beta estimates. Both

whole-brain exploratory analyses and predefined region of
interest (ROI) analyses of average beta weight per region
were conducted.

RESULTS

Behavioral Results
We first examined whether participants’ accuracy differed
between the example and verbal direction conditions.
Overall, participants’ accuracy was quite high (overall
M = 95.14%, SD= 4.26). To see the effect of instructional
condition across three sets of problems, 2 (example vs. verbal
direction)× 3 (set 1 vs. 2 vs. 3) repeated measures analysis of
variance (ANOVA) was performed. There was a significant
main effect of instructional condition, F(1, 19)= 13.96,
p= .001, ηp

2 = .424. Participants solved more problems cor-
rectly when they were given a verbal direction (M = 96.8%
SD= 3.9) than an example (M = 93.5%, SD= 5.4). However,
there was neither a main effect of problem set, F < 1, nor an
interaction effect, F < 1. While significant, the overall effect
of instructional condition was small. Subsequent analyses
will focus on correct trials only.

Each trial consists of three periods: a study period, a
solution period, and a response period. Accordingly, there
were three types of latency data depending on the period.
Figure 3 shows mean times for correct Example and Ver-
bal trials across the three problem sets broken down by
period within trial. A series of 2× 3 ANOVAs were per-
formed to see how latency varied by instructional condition
over the three problem sets. During the instruction study
period (Figure 3a), there was a significant mean difference
between the example and verbal direction conditions,
F(1, 19)= 45.65, p< .0001, ηp

2 = .706. Participants took
longer studying examples (M = 6.67s, SD= 1.85) than study-
ing verbal directions (M = 4.90s, SD= 1.83). Also, there was
a significant main effect of problem set, F(1, 19)= 17.58,
p< .0001, ηp

2 = .481, showing a trend that participants
became faster as they had more practice. However, there was
no instruction-by-set interaction, F(1, 19)= 1.02, p= .325,
ηp

2 = .051. Different patterns of results were observed in
the solution (Figure 3b) and response (Figure 3c) periods.
In both periods, there was not a significant main effect of
instructional condition, Fs< 1, but a significant main effect
of problem-set. Participants took longer in initial problem
sets than later problem sets in both the solution period F(1,
19)= 14.10, p= .001, ηp

2 = .426, and the response period,
F(1, 19)= 28.28, p< .0001, ηp

2 = .598. Also, neither solution
nor response period showed interaction effects, Fs< 1.

Imaging Results—Predefined Regions
Results of the analyses for the four predefined regions are
shown in Table 2. We focused on only the left side of

238 Volume 9—Number 4



Hee Seung Lee et al.

(a) Study period 

(b) Solution period 

(c) Response period 

0

2

4

6

8

10
St

ud
y 

T
im

e 
(s

ec
)

Problem set

Example
Verbal

0

1

2

3

4

5

So
lu

tio
n 

T
im

e 
(s

ec
)

Problem set

Example
Verbal

0

1

2

3

4

1 2 3

1 2 3

1 2 3

R
es

po
ns

e 
T

im
e 

(s
ec

)

Problem set

Example

Verbal

Fig. 3. Mean time for correctly solved problems between example
and verbal trials across three sets of problems. (a) study period; (b)
solution period; (c) response period. Error bars represent 1 SE of
mean.

the brain, where we have found stronger effects in past
research. Their patterns of activation are shown in Figure 4.
For each of the four predefined regions, we performed a
series of 2× 2 within-subjects ANOVAs to examine the
effects of instructional condition (example vs. verbal direc-
tion) and period (instruction study vs. solution). Table 2
shows main effects and interaction effects found in these
four predefined regions. There were significant effects of
instructional condition: the example condition (vs. verbal
direction) showed significantly higher engagement in the
HIPS (example M = 1.17%, verbal M = 0.96%) and the LIPFC
(example M = 1.08%, verbal M = 0.90%) regions. None of the
four predefined regions showed higher engagement in the
verbal direction condition.

Regarding the effect of period, there was greater activa-
tion for study period (vs. solution period) in the AG (study
M = 0.44%, solution M = 0.18%) and the Fusiform (study
M = 0.78%, solution M = 0.45%) regions. The AG region
showed a significantly greater activity in the study period
than in the solution period in both the example condition,

Table 2
2× 2 ANOVA Results With Beta Weights of Correct Trials (F’s with
dfs of 1 and 19)

ROI

Instruction
[Example>

Verbal]
Period

[Study> Solution] Interaction

HIPS 15.12*** (11.23)** 1.89
LIPFC 20.72*** (13.62)** 13.66**
AG 0.06 9.66** 0.24
Fusiform 2.67 18.13*** 0.03

Note: Values in parentheses indicate an opposite direction of the stated main
effect.
*p< .05; **p< .01; ***p< .001.

t(19)= 3.45, p= .003, and the verbal direction condition,
t(19)= 2.13, p= .046. Likewise, the Fusiform region showed
a significantly greater activity during the study period in
both example condition, t(19)= 3.87, p= .001, and verbal
direction condition, t(19)= 3.25, p= .004. The other two pre-
defined regions showed significant effects in the opposite
direction: HIPS (study M = 0.97%, solution M = 1.17%) and
LIPFC (study M = 0.84%, solution M = 1.13%). The HIPS
region showed a significantly greater activity in the solu-
tion period than study period in both the example condition,
t(19)= 2.41, p= .026, and the verbal direction condition,
t(19)= 2.83, p= .011. Similarly, the LIPFC region showed
a significantly greater activity in the solution period than
study period in the verbal direction condition, t(19)= 4.40,
p< .001, but such difference was not statistically significant
in the example condition, t(19)= 1.96, p= .065, reflecting the
interaction between the instruction and the period.

The interaction between instruction and period was found
only in the LIPFC region where activation was lower in the
study period for verbal directions than the other three con-
ditions. In the study period, brain activity was significantly
greater in the example condition than the verbal direction
condition, t(19)= 5.91, p< .001. However, in the solution
period, such significant differences disappeared between the
two instructional conditions, t(19)= 0.76, p= .457.

As predicted, participants showed greater activation dur-
ing the instruction study period in the Fusiform, reflecting
the need for detailed visual examination, but greater activity
during problem solving in the LIPFC and HIPS reflecting the
need for retrieval of arithmetic facts and numerical process-
ing. Again as predicted, the LIPFC did show an interaction,
where its activity was least during the study of verbal instruc-
tions. The HIPS also showed an effect in this predicted direc-
tion such that a significantly greater activity was found in
the example condition than the verbal direction condition
during the study period, t(19)= 5.02, p< .001, but this dif-
ference disappeared during the solution period, t(19)= 1.62,
p= .121. However, an interaction effect was not statistically
significant. Also as predicted, none of these regions showed
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Fig. 4. Mean beta values of the four predefined regions in study and solution period between example and verbal direction conditions.
Error bars represent 1 SE of mean.

a significant difference between verbal and example instruc-
tion during the solution period (t(19)= 1.62, p= .121 for
HIPS, t(19)= 0.76, p= .457 for LIPFC) whereas the HIPS and
LIPFC did during the study period (t(19)= 5.02, p< .001 for
HIPS and t(19)= 5.91, p< .001 for LIPFC).

Imaging Results—Exploratory Regions
For completeness, exploratory analyses were performed
looking for significant effects of instructions during the two
periods in order to determine what other brain areas, if
any, might show effects. These analyses looked for regions
of at least 21 contiguous voxels that showed a voxel-wise
significance of 0.0005 for the difference between the contrast
of the described variables. Using these values results in a
brain-wise significance estimated to be less than 0.01 by
simulation (Cox, 1996; Cox & Hyde, 1997).

No region showed a significant effect of instructional con-
dition during the solution period, but 11 regions emerged
for the study period (see Table 3). Figure 5 shows the
activity of those regions in the study and solution period
between example and verbal direction conditions. Among
these regions, six regions showed greater activity while
studying examples whereas five regions showed greater
activity while studying verbal directions. Figure 6 displays
the regions, showing a significant effect of instruction type
during the study period. In this figure, the blue regions show
greater activity while studying examples whereas the red
regions show greater activity while studying verbal direc-
tions. Consistent with our predefined region analysis, the
region (ROI 1) that overlapped with our predefined LIPFC
region showed greater activity in the example condition. Fur-
ther, even though the effect in the predefined HIPS did not
produce a significant interaction, there was an overlapping
parietal region (ROI 3) that did show the predicted signifi-
cant interaction.

Although none of our predefined regions showed a signif-
icantly greater activity in the verbal direction than example

condition, four regions showed greater activity while study-
ing verbal directions. These regions included motor (ROI 8
and 9 in Table 3) and visual (ROI 10) regions.

GENERAL DISCUSSION

This article investigated the effect of two different forms of
instruction on learning in mathematical problem solving and
identified how these two methods affected the activity of
relevant brain regions. In particular, we contrasted learning
from examples with learning from verbal directions. Partic-
ipants studied either an example or a verbal direction and
then applied what they learned to a subsequent problem.
Behavioral data showed that participants solved problems
slightly more accurately when they were given verbal direc-
tions than examples. Also, they spent less time studying ver-
bal directions compared to examples. In the introduction,
however, we reviewed behavioral research showing success
with both examples and verbal directions. It seems reason-
able to conclude that whether one instructional modality is
better than another depends on the exact nature of the mate-
rial and the details of the instruction. One modality does not
appear to have an inherent advantage over the other. The
advantage of verbal directions was small in our experiment
and our real interest was in how these two types of instruc-
tion are processed.

The imaging results showed distinctive neural signatures
between the two instructional conditions. Studying an
example (vs. verbal direction) tended to increase activity
in the prefrontal regions including the LIPFC and parietal
regions including the HIPS. These regions are known to be
engaged in mathematical problem solving. While studying
an example, participants have to discover a rule by com-
bining presented numbers and operators so that the result
value corresponds to the value of the answer box. This
process necessarily requires some amount of mathematical
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Table 3
Regions Identified From Exploratory Analysis Using the Verbal Direction Versus Example Contrast During the Study Period

Regions
Voxel
count

Brodmann
areas

Coordinates
(x, y, z)

Instruction
(Example>

Verbal)

Period
(Study>
Solution) Interaction

(a) Example>Verbal direction
1 L Middle Frontal Gyrus,

Superior Frontal Gyrus
111 6 −24, 2, 54 48.22*** (27.81)*** 4.79*

2 R Middle Frontal Gyrus 26 6 26, −1, 52 15.69*** (22.32)*** 7.97*
3 L Inferior/Superior

Parietal Lobule,
Precueneus

381 40,7 −36, −52, 44 27.43*** (18.47)*** 4.49*

4 M Medial Frontal Gyrus,
Cingulate Gyrus

59 32,6,8 −1, 19, 43 18.78*** (37.90)*** 14.36**

5 R Inferior Parietal
Lobule, Precuneus

55 40 34, −51, 41 12.41** (2.26) 11.14**

6 L Middle/Inferior Frontal
Gyrus, Precentral
Gyrus

261 9,46,10 −44, 22, 25 36.24*** (41.26)*** 27.00***

(b) Verbal direction>Example
7 M Medial Frontal Gyrus,

Superior Frontal Gyrus
56 6 −3, −6, 58 (14.60)** 2.67 7.00*

8 L Precentral/Postecentral
Gyrus

112 4,3 −43, −15, 48 (15.93)*** 15.61*** 16.07***

9 R Precentral/Postecentral
Gyrus

53 4,3 34, −16, 40 (21.28)*** 47.83*** 2.98

10 L/M/R Cuneus, Lingual
Gyrus, Posterior
Cingulate, Middle
Occipital Gyrus,
Culmen,
Parahippocampal
Gyrus

1,604 18,19,30,17,31 1, −75, 9 (19.76)*** 137.80*** 51.41***

11 L Anterior Cingulate 22 −18, 31, 6 (0.13) 12.43** 36.79***

Note: The last three columns report main effects of instruction, period, and instruction by period interaction (Fs with dfs of 1 and 19). Values in parentheses indicate
an opposite direction of the stated main effect.
*p< .05. **p< .01. ***p< .001.

computation and this appeared to increase activity in these
regions. Increased activity in the LIPFC seemed to sup-
port such numerical processing that was required while
studying an example. The importance of the LIPFC region
has been emphasized in the models of equation solving
(Anderson, 2005; Ravizza, Anderson, & Carter, 2008) and
mental multiplication (Rosenberg-Lee et al., 2009) that were
based on the ACT-R theory (Anderson, 2007; Anderson
et al., 2004). Many other studies also have shown that the
LIPFC is involved in mathematical cognition (e.g., Krueger
et al., 2008; Qin et al., 2004; Ravizza et al., 2008; Sohn et al.,
2004), and more specifically in retrieval of arithmetic facts in
mathematical problem solving (Danker & Anderson, 2007;
Menon et al., 2000). Increased activity in the HIPS also
seemed to support numerical processing while participants
were studying an example. This is consistent with numerous

previous studies that have shown the role of HIPS in math-
ematical tasks and processing of quantity (Cohen-Kadosh
et al., 2008; Dehaene, 1997; Dehaene & Cohen, 1997;
Dehaene et al., 2003; Lee et al., 2014; Rosenberg-Lee et al.,
2009).

Although none of our predefined regions showed greater
activity while studying verbal directions than examples, we
identified a few regions that showed increased activity while
studying verbal directions (ROIs 7–10 in Table 3). Greater
activity in those regions appeared to be because of pro-
cessing written instructions. While reading verbal direc-
tions, participants had to process visual information and
this perhaps increased activity in the visual region. Also,
increased activity in the pre- and postcentral regions per-
haps reflects motor activity associated with subvocalization
of the rule.
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Fig. 5. Mean beta values of the exploratory regions in study and solution period between example and verbal direction conditions. Error
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Fig. 6. Exploratory regions showing a significant example versus verbal direction contrast during the study period. The black squares
show the predefined regions in the experiment. The blue regions show greater activity while studying examples whereas the red
regions show greater activity while studying verbal directions. The z coordinates for a brain slice (radiological convention: image
left= participant’s right) is at x= y= 0 in Talairach coordinates.

The current research also identified distinctive neural
signatures between the study and solution periods. The
Fusiform and AG regions showed greater activity during the
study period whereas the LIPFC and HIPS regions showed
greater activity during the solution period. The greater activ-
ity during the study period in the Fusiform region appeared
to be because reading the written instruction or study-
ing the example involved more detailed visual processing
than simply reading the numbers and operators required to
produce the solution. Numerous studies have shown that
the Fusiform area plays a critical role in visual process-
ing of attended information (e.g., Grill-Spector, Knouf, &
Kanwisher, 2004; Leff et al., 2001; McCandliss, Cohen, &
Dehaene, 2003; Price & Mechelli, 2005; Shaywitz et al., 2002;
Turkeltaub et al., 2003). Figuring out how to solve a problem
given an example or verbal direction requires visual atten-
tion and careful examination of instructions, and thus it
could have caused greater activity during the study period
than the solution period.

In the introduction we noted that one might have pre-
dicted greater activity in the AG during the solution period
given claims that it is involved in retrieval of arithmetic facts
(Dehaene et al., 2003; Grabner et al., 2009; Schmidthorst &

Brown, 2004) and verbal processing of numbers (Ander-
son et al., 2014; Dehaene et al., 2003). However, we also
noted claims for its role in metacognition and comprehen-
sion (Anderson et al., 2011; Wintermute et al., 2012), and its
greater activity during study suggests that this is its principal
function in our study. While it does seem to be more engaged
in processing the instruction, the lack of a difference between
the example and verbal direction conditions suggests that its
activity is not particularly tied to language processing. Dur-
ing the study period, participants had to figure out how to
solve a problem, and this might have increased metacogni-
tive activity and in turn greater activity in the AG region.

Most interestingly, both of our predefined LIPFC region
and exploratory regions that overlapped with LIPFC and
HIPS showed significant instruction by period interactions.
Consistent with our original hypotheses, the LIPFC region
showed reduced activity while studying verbal directions
(i.e., study period of verbal direction condition) than the
other three conditions (i.e., study period of example con-
dition, solution period of example condition, and solution
period of verbal direction condition). When studying verbal
directions, participants had to focus on comprehending the
written instructions and did not have to do any computa-
tions. In contrast, in all three other conditions participants
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needed to retrieve arithmetic facts to do arithmetic compu-
tations. This increased the activity in the LIPFC region in
these three conditions whereas it was not the case for the
study period of verbal direction condition.

As we intended for the purposes of this study, examples
and verbal directions were nearly equally effective in
enabling students to solve later problems. Putting both
behavioral and fMRI results together, the most important
finding is that neural activation appeared quite different
between two different types of instruction during the study
period, but such differences disappeared during the solution
period. This suggests that different instructional methods
may result in a different encoding process; however, when
that encoding is transformed to an actual problem-solving
behavior, people seem to show a similar execution process.
Overall, the results suggest that instruction type did not
matter after getting to an understanding. This is consistent
with the idea that what is learned is more important than
how it is learned (Klahr & Nigam, 2004; Lee et al., 2014).

These results do have some implications about when
example-based instruction may be more appropriate.
A common distinction in discussing educational goals
is between imparting procedural and conceptual knowl-
edge (Bisanz & LeFevre, 1992; Hiebert & LeFevre, 1986;
Rittle-Johnson & Alibali, 1999; Rittle-Johnson, Siegler, &
Alibali, 2001). Procedural knowledge is typically defined
in terms of the ability to solve specific problems. On the
other hand, conceptual knowledge is considered to involve
understanding relationships among elements of the domain
abstracted from their connection to any problem-solving
procedure. One might have thought that students would
just process the abstract structure of the relationships in
the examples, but our results suggest that they engage in
a process very much like the process they engage in while
solving the problem. Thus, this research is consistent with
the proposal that processing an example focuses more on
conveying procedural knowledge than processing a verbal
direction. One might be tempted to conclude the opposite
is true for processing of verbal instruction—that it is better
than example-based instruction for conceptual knowledge.
However, the current study does not provide evidence on
this because it did not involve a conceptual test.

Acknowledgments—The research reported here was
supported by the Institute of Education Sciences, U.S.
Department of Education, through Grant R305A100109 to
Carnegie Mellon University.

REFERENCES

Anderson, J. R. (2005). Human symbol manipulation within an inte-
grated cognitive architecture. Cognitive Science, 29, 313–342.

Anderson, J. R. (2007). How can the human mind occur in the
physical universe? New York, NY: Oxford University Press.

Anderson, J. R., Betts, S., Ferris, J. L., & Fincham, J. M. (2011).
Cognitive and metacognitive activity in mathematical problem
solving: Prefrontal and parietal patterns. Cognitive, Affective,
and Behavioral Neuroscience, 11, 52–67.

Anderson, J. R., Bothell, D., Byrne, M. D., Douglass, S., Lebiere, C.,
& Qin, Y. (2004). An integrated theory of mind. Psychological
Review, 111, 1036–1060.

Anderson, J. R., Farrell, R., & Sauers, R. (1984). Learning to program
in LISP. Cognitive Science, 8, 87–129.

Anderson, J. R., Lee, H. S., & Fincham, J. (2014). Discovering the
structure of mathematical problem solving. NeuroImage, 97 ,
163–177.

Binder, J. R., Desai, R. H., Graves, W. W., & Conant, L. L.
(2009). Where is the semantic system? A critical review
and meta-analysis of 120 functional neuroimaging studies.
Cerebral Cortex, 19, 2767–2796.

Bisanz, J., & LeFevre, J. A. (1992). Understanding elementary math-
ematics. In J. Campbell (Ed.), The nature and origins of math-
ematical skills (pp. 113–136). Amsterdam, The Netherlands:
Elsevier Science.

Brass, M., Wenke, D., Spengler, S., & Waszak, F. (2009). Neural
correlates of overcoming interference from instructed and
implemented stimulus–response associations. Journal of Neu-
roscience, 29, 1766–1772.

Cattaneo, Z., Silvanto, J., Pascual-Leone, A., & Battelli, L. (2009).
The role of the angular gyrus in the modulation of visuospa-
tial attention by the mental number line. NeuroImage, 44,
563–568.

Cheng, P. W., Holyoak, K. J., Nisbett, R. E., & Oliver, L. M. (1986).
Pragmatic versus syntactic approaches to training deductive
reasoning. Cognitive Psychology, 18, 293–328.

Cohen-Kadosh, R., Lammertyn, J., & Izard, V. (2008). Are numbers
special? An overview of chronometric, neuroimaging, devel-
opmental, and comparative studies of magnitude representa-
tion. Progress in Neurobiology, 84, 132–147.

Cole, M. W., Bagic, A., Kass, R., & Schneider, W. (2010). Prefrontal
dynamics underlying rapid instructed task learning reverse
with practice. Journal of Neuroscience, 30, 14245–14254.

Cox, R. (1996). AFNI: Software for analysis and visualization of
functional magnetic resonance neuroimages. Computers and
Biomedical Research, 29, 162–173.

Cox, R., & Hyde, J. S. (1997). Software tools for analysis and visual-
ization of fMRI data. NMR in Biomedicine, 10, 171–178.

Danker, J., & Anderson, J. R. (2007). The role of prefrontal and
posterior parietal cortex in algebra problem solving: A case
of using cognitive modeling to inform neuroimaging data.
NeuroImage, 35, 1365–1377.

Dehaene, S. (1997). The number sense: How the mind creates math-
ematics. New York, NY: Oxford University Press.

Dehaene, S., & Cohen, L. (1997). Cerebral pathways for calcula-
tion: Double dissociation between rote verbal and quantitative
knowledge of arithmetic. Cortex, 33, 219–250.

Dehaene, S., Piazza, M., Pinel, P., & Cohen, L. (2003). Three parietal
circuits for number processing. Cognitive Neuropsychology,
20, 487–506.

Desai, R. H., Binder, J. R., Conant, L. L., Mano, Q. R., & Seidenberg,
M. S. (2011). The neural career of sensorimotor metaphors.
Journal of Cognitive Neuroscience, 23, 2376–2386.

Volume 9—Number 4 243



Examples Versus Verbal Directions

D’Esposito, M., Detre, J. A., Aguirre, G. K., Stallcup, M., Alsop, D.
C., Tippet, L. J., & Farah, M. J. (1997). A functional MRI study
of mental image generation. Neuropsychologia, 35, 725–730.

Fong, G. T., Krantz, D. H., & Nisbett, R. E. (1986). The effects
of statistical training on thinking about everyday problems.
Cognitive Psychology, 18, 253–292.

Friston, K. J., Ashburner, J. T., Kiebel, S. J., Nichols, T. E., &
Perry, W. D. (Eds.). (2011). Statistical parametric mapping:
The analysis of functional brain images. San Diego, CA: Aca-
demic Press.

Göbel, S., Walsh, V., & Rushworth, M. F. (2001). The mental
number line and the human angular gyrus. NeuroImage, 14,
1278–1289.

Grabner, R. H., Ansari, D., Koschutnig, K., Reishofer, G., Ebner,
F., & Neuper, C. (2009). To retrieve or to calculate? Left
angular gyrus mediates the retrieval of arithmetic facts during
problem solving. Neuropsychologia, 47 , 604–608.

Grill-Spector, K., Knouf, N., & Kanwisher, N. (2004). The
fusiform face area subserves face perception, not generic
within-category identification. Nature Neuroscience, 7 ,
555–562.

Hartstra, E., Kühn, S., Verguts, T., & Brass, M. (2011). The imple-
mentation of verbal instructions: An fMRI study. Human
Brain Mapping, 32, 1811–1824.

Hiebert, J., & LeFevre, P. (1986). Conceptual and procedural knowl-
edge in mathematics: An introductory analysis. In J. Hiebert
(Ed.), Conceptual and procedural knowledge: The case of math-
ematics (pp. 1–27). Hillsdale, NJ: Lawrence Erlbaum.

Ishai, A., Ungerleider, L. G., & Haxby, J. V. (2000). Distributed
neural systems for the generation of visual images. Neuron, 28,
979–990.

Kadosh, R. C., Lammertyn, J., & Izard, V. (2008). Are numbers spe-
cial? An overview of chronometric, neuroimaging, develop-
mental and comparative studies of magnitude representation.
Progress in Neurobiology, 84(2), 132–147.

Klahr, D., & Nigam, M. (2004). The equivalence of learning paths
in early science instruction: Effects of direct instruction and
discovery learning. Psychological Science, 15, 661–667.

Krueger, F., Spampinato, M. V., Pardini, M., Pajevic, S., Wood, J. N.,
Weiss, G. H., … Grafman, J. (2008). Integral calculus problem
solving: An fMRI investigation. Neuroreport, 19, 1095–1099.

Lee, H. S., & Anderson, J. R. (2013). Student learning: What has
instruction got to do with it? Annual Review of Psychology, 64,
445–469.

Lee, H. S., Betts, S., & Anderson, J. R. (2015). Not taking the easy
road: When similarity hurts learning. Memory and Cognition,
43, 939–952.

Lee, H. S., Fincham, J. M., Betts, S., & Anderson, J. R. (2014). An
fMRI investigation of instructional guidance in mathematical
problem solving. Trends in Neuroscience and Education, 3,
50–62.

LeFevre, J., & Dixon, P. (1986). Do written instructions need
examples? Cognition and Instruction, 3, 1–30.

Leff, A. P., Crewes, H., Plant, G. T., Scott, S. K., Kennard, C., &
Wise, R. J. (2001). The functional anatomy of single word
reading in patients with hemianopic and pure alexia. Brain,
124, 510–521.

Matsuda, N., Lee, A., Cohen, W. W., & Koedinger, K. R. (2009). A
computational model of how learner errors arise from weak

prior knowledge. In N. Taatgen & H. van Rijn (Eds.), Proceed-
ings of the annual conference of the Cognitive Science Society
(pp. 1288–1293). Austin, TX: Cognitive Science Society.

McCandliss, B. D., Cohen, L., & Dehaene, S. (2003). The visual word
form area: Expertise for reading in the fusiform gyrus. Trends
in Cognitive Sciences, 7 , 293–299.

Menon, V., Rivera, S. M., White, C. D., Glover, G. H., & Reiss, A. L.
(2000). Dissociating prefrontal and parietal cortex activation
during arithmetic processing. NeuroImage, 12, 357–365.

Perry, M. (1991). Learning and transfer: Instructional conditions
and conceptual change. Cognitive Development, 6, 449–468.

Pirolli, P. L., & Anderson, J. R. (1985). The role of learning from
examples in the acquisition of recursive programming skills.
Canadian Journal of Psychology, 39, 240–272.

Price, C. J., & Mechelli, A. (2005). Reading and reading disturbance.
Current Opinion in Neurobiology, 15(2), 231–238.

Qin, Y., Carter, C. S., Silk, E. M., Stenger, V. A., Fissell, K., Goode, A.,
& Anderson, J. R. (2004). The change of the brain activation
patterns as children learn algebra equation solving. Proceed-
ings of the National Academy of Sciences of the United States
of America, 101(15), 5686–5691.

Rapp, A. M., Mutschler, D. E., & Erb, M. (2012). Where in the brain
is nonliteral language? A coordinate-based meta-analysis of
functional magnetic resonance imaging studies. NeuroImage,
63, 600–610.

Ravizza, S. M., Anderson, J. R., & Carter, C. S. (2008). Errors
of mathematical processing: The relationship of accuracy to
neural regions associated with retrieval or representation of
the problem state. Brain Research, 1238, 118–126.

Reed, S. K., & Bolstad, C. A. (1991). Use of examples and proce-
dures in problem solving. Journal of Experimental Psychology:
Learning, Memory, and Cognition, 17 , 753–766.

Reed, S. K., Dempster, A., & Ettinger, M. (1985). Usefulness of anal-
ogous solutions for solving algebra word problems. Journal of
Experimental Psychology: Learning, Memory, and Cognition,
11, 106–125.

Rittle-Johnson, B., & Alibali, M. W. (1999). Conceptual and proce-
dural knowledge of mathematics: Does one lead to the other?
Journal of Educational Psychology, 91, 175–189.

Rittle-Johnson, B., Siegler, R. S., & Alibali, M. W. (2001). Developing
conceptual understanding and procedural skill in mathemat-
ics: An iterative process. Journal of Educational Psychology, 93,
346–362.

Rosenberg-Lee, M., Lovett, M., & Anderson, J. R. (2009). Neural
correlates of arithmetic calculation strategies. Cognitive, Affec-
tive, and Behavioral Neuroscience, 9, 270–285.

Ruge, H., & Wolfensteller, U. (2010). Rapid formation of prag-
matic rule representations in the human brain during
instruction-based learning. Cerebral Cortex, 20, 1656–1667.

Schmidthorst, V. J., & Brown, R. D. (2004). Empirical validation
of the triple-code model of numerical processing for complex
math operations using functional MRI and group independent
component analysis of the mental addition and subtraction of
fractions. NeuroImage, 22, 1414–1420.

Seghier, M. L., Fagan, E., & Price, C. J. (2010). Functional subdi-
visions in the left angular gyrus where the semantic system
meets and diverges from the default network. The Journal of
Neuroscience, 30, 16809–16817.

Shaywitz, B. A., Shaywitz, S. E., Pugh, K. R., Mencl, W. E.,
Fulbright, R. K., Skudlarski, P., … Gore, J. C. (2002).

244 Volume 9—Number 4



Hee Seung Lee et al.

Disruption of posterior brain systems for reading in children
with developmental dyslexia. Biological Psychiatry, 52(2),
101–110.

Sohn, M. H., Goode, A., Koedinger, K. R., Stenger, V. A., Fissell, K.,
Carter, C. S., & Anderson, J. R. (2004). Behavioral equivalence,
but not neural equivalence: Neural evidence of alternative
strategies in mathematical thinking. Nature Neuroscience, 7 ,
1193–1194.

Stocco, A., Lebiere, C., O’Reilly, R. C., & Anderson, J. R. (2010). The
role of the anterior prefrontal–basal ganglia circuit as a biolog-
ical instruction interpreter. Frontiers in Artificial Intelligence
and Applications, 221, 153–162.

Stocco, A., Lebiere, C., O’Reilly, R. C., & Anderson, J. R. (2012). Dis-
tinct contributions of the caudate nucleus, rostral prefrontal
cortex, and parietal cortex to the execution of instructed
tasks. Cognitive, Affective, and Behavioral Neuroscience, 12,
611–628.

Thompson-Schill, S. L., D’Esposito, M., Aguirre, G. K., & Farah,
M. J. (1997). Role of left inferior prefrontal cortex in retrieval
of semantic knowledge: A reevaluation. Proceedings of the
National Academy of Sciences of the United States America,
94, 14792–14797.

Turkeltaub, P. E., Gareau, L., Flowers, D. L., Zeffiro, T. A., & Eden,
G. F. (2003). Development of neural mechanisms for reading.
Nature Neuroscience, 6, 767–773.

Wagner, A. D., Paré-Blagoev, E. J., Clark, J., & Poldrack, R. A. (2001).
Recovering meaning: Left prefrontal cortex guides controlled
semantic retrieval. Neuron, 31, 329–338.

Wintermute, S., Betts, S. A., Ferris, J. L., Fincham, J. M., & Ander-
son, J. R. (2012). Brain networks supporting execution of
mathematical skills versus acquisition of new mathematical
competence. PLoS ONE, 7 , e50154.

Volume 9—Number 4 245


