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At Carnegie Mellon University, we have developed a successful approach to computerized instruction called Cognitive Tutors. These widely used tutors focus on mathematics instruction. For instance, the Algebra Tutor, which is currently deployed in more than 2,600 schools throughout the US, interacts with approximately 500,000 students each year. Cognitive Tutors are built on cognitive models that solve problems in the same way that students do. They individualize instruction using two processes. The first, model tracing, uses a model of students’ problem solving to interpret their actions by finding a path of cognitive decisions that matches the observed actions. Given such an interpretation, the tutoring system provides real-time instruction individualized to where a student is in the problem. The second process, knowledge tracing, involves inferring which skills the student has mastered and then selecting new problems and instruction suited to that student’s knowledge state.

Although the principle of individualizing instruction to a particular student holds great promise, the practice has been considerably limited by the ability to diagnose exactly what the student is thinking. The only information available to a typical tutoring system comes from the students’ actions in the computer interface. The inference from such surface behavior to underlying thought is perilous.

We have been exploring whether multivoxel pattern analysis (MVPA) of functional magnet resonance imaging (fMRI) data can be used to infer the mental states of students learning mathematics. This approach has shown considerable success in tracking static mental states such as whether a person is thinking about a location or an animal. Applying this to our case involves significant challenges not faced in many MVPA applications because it is necessary to track changing student states over time. The paths of states that students take in solving problems can be quite variable. Nevertheless, we have achieved relatively high accuracy in determining what step a student is on when solving a sequence of problems and whether that step is being performed correctly.
Tracking Students’ Mental States

Our approach involves combining two sources of information:

- A behavioral model generates sequences of problem-solving states in response to a problem. For instance, given the equation in Figure 1, the model must be able to produce many possible sequences for an equation. In addition to representing the choices that students might make, the model represents the range of times students take in performing different steps when problem solving.

- Brain imaging involves sequences of fMRI scans that reflect brain activity occurring as students solve problems. Each scan involves whole images of brain activity, and we acquire these at intervals of about 2 seconds. This frequency of sampling is adequate because of the sluggish nature of the hemodynamic response that is tracked in fMRI scanning. fMRI’s high spatial resolution compensates for this rather coarse temporal tracking by letting us track different activity in small regions of the brain.

Interpreting the student problem solving involves taking the brain-imaging data stream and identifying the mental states in the behavioral model.

Our research has used an experimental tutoring system that teaches a complete curriculum for solving linear equations based on Paul Foerster’s classic algebra text.9 (See previous work for more details on the experimental tutoring system.)10,11 The tutoring system has a minimalist design to facilitate experimental control and detailed data collection. Nonetheless, it has the basic components of a cognitive tutor: instruction when new material is introduced, help upon request, and error flagging during problem solving. We are concerned with tracking students’ mental states as they work through problems after the initial instruction in a section.

Students use a mouse for all tutor interactions—to select parts of the problem, select operations from a menu, and enter values from a numeric keypad. They cycle through four steps when solving an algebra problem. As a simple example, Figure 2 illustrates the following four steps in solving the equation $x - 10 = 17$:

1. Selecting a transformation involves selecting an operation called “unwind” and indicating that it applies to the whole equation.
2. Executing the transformation involves entering $x = 10 + 17$ by clicking on a keypad.
3. Selecting evaluation involves $10 + 17$ as the term to be evaluated.
4. Executing the evaluation involves entering 27 as the result.

In the example in Figure 2, solving the problem involves just one cycle of these four steps. More complex problems could involve many cycles of these four steps.

A Methodology for fMRI State Tracking

We developed a novel synthesis of three well-developed methodologies for following students’ mental states.12 Our approach consists of three components: hidden Markov models (HMMs), MVPA, and student modeling. We illustrate them here with respect to an example study, which we described in detail in a previous study.13 That study followed 16 children going through a sequence of algebra problems with the tutor’s assistance. They worked with the tutor over six days (days 0 to 5) and were scanned on days 1 and 5. This article focuses on interpreting the students’ problem solving on day 5. To interpret a particular student’s behavior on day 5, we combined information from other students on day 5 and data from that student on day 1. This is similar to the development and application of Cognitive Tutors, which are deployed with statistics based on pilot students. As a particular student progresses through the curriculum, Cognitive Tutors build a model of that student.

Our brain-imaging data come from blocks, which are sequences of about six problems. We used the brain-imaging data to determine what problem a student is working on and what step the student is performing within a problem. Determining what step the student is on is referred...
to as the segmentation goal. We also used the imaging data to determine whether that step is being performed correctly. We refer to this as the diagnosis goal. We chose these goals because there is a hard definition of ground truth here—namely, the computer logs of the students’ progress through these problems.

**Component 1**

We used HMMs to represent the students’ nondeterministic progress through the problems. Figure 3 illustrates part of the HMM state structure used in the application under discussion. The figure shows the state structure for a block fragment that involves finishing a prior problem, transitioning to a rest state, stepping through one cycle of four steps to solve a problem, and returning to a rest state before the next problem. Each of the steps in solving the problem can be performed correctly or incorrectly. A block of problems was represented with a sequence of separate states for each problem in a block. A typical block might consist of 50 such states.

HMMs offer a powerful way to represent a student model because of the efficient algorithms for assigning probabilities to different possible state sequences. The critical feature of HMMs is their Markov property that the future course of problem solving only depends on the current state and not past history. Cognitive science models are not typically cast in a way that satisfies this Markov property, but nonetheless we have found ways to convert typical cognitive models into Markov state structures.

In the current example, we set the probabilities of state transitions for a particular student on the basis of other students’ behavioral data. In addition to these transition probabilities, the HMM algorithms use the conditional probabilities of different observed data given different states to help determine the sequence of states. In our case, these are the conditional probabilities of different brain-imaging patterns. Different HMM algorithms can find the probability that a student is in a particular state during any scan (suitable for model tracing), the most probable interpretation of a block of scans (suitable for knowledge tracing), or the probability of a set of data given a particular model (suitable for model evaluation).

In many applications (including the current one), we do not have access to when states change and must infer the boundaries between states as well as the states themselves. This requires using a HMM variant called semi-Markov models because the duration in a state is variable. The same basic HMM algorithms apply with semi-Markov models except that we must, in effect, treat each different number of scans in a state as its own state. We also use other students’ behavioral data to infer a probability distribution of durations in the different states.

**Component 2**

In performing our MVPA, we can use the tens of thousands of whole-brain images from different students going through different problems. We train multivoxel classifiers to associate different brain patterns with different mental states. These classifiers deliver the conditional probabilities that a given brain pattern comes from particular states, which is what is needed for the HMM logic. Several features distinguish our approach to this pattern classification problem:

- **State abstraction.** The number of states in the model can be large. The current example involves approximately 50 states for each block of problems. Even though there are tens of thousands of images, there is not enough data to recognize each pattern without running into severe overfitting problems. Therefore, it is necessary to find some abstraction of the specific states into a smaller number of states. This application used nine abstract states; one corresponded to the rest period between problems and the other eight were the four basic steps (see Figure 2) performed correctly or incorrectly.

- **Coarse, whole brain activation patterns.** Although we have enjoyed some success using specific predefined regions in some of our other work, we throw away information in such a complex task if we do not use the activation over the full brain. We take the brain activity over approximately 400 megaregions, each a little more than a centimeter cubed. Using smaller regions does not yield much more information, and the sheer number of such regions leads to serious overfitting problems. Figure 4 illustrates the regions and their weights of association with being in an error state.

- **Linear discriminant analysis.** We use efficient LDA methods. We examined several methods sometimes associated with improved performance in the literature such as support vector machines (SVMs) with radial basis functions and other kernels.
These methods did not help, perhaps because of the large number of regions and scans in our dataset. Chih-Wei Hsu and colleagues also noted that SVMs do not give better results than linear classifiers when the number of features and instances are large.\textsuperscript{17} LDA is much more efficient and produces the conditional probabilities that HMMs require.

- Scan lag. We train the classifier to associate states with the brain activity that follows 4 to 5 seconds after the student is in that state. This delay gives us optimal performance, which is not surprising given the lag of the hemodynamic response. The current example uses the activity two scans (4 seconds) later to classify the state the student was in during a particular scan. We have tried using multiple scans rather than a single scan to classify a target scan, but this typically results in overfitting the data.

- Merging group and individual data. The best performance comes from combining imaging patterns both from other students and from the particular student (in this case from day 1) to train the classifier. The data from specific students are useful because each student’s activation patterns contain his or her own idiosyncrasies. However, there is not enough data from individual students to reliably train student-specific classifiers. In the current example, we equally weighted the imaging data from a particular student and the other 15 students.

**Component 3**

The probabilities of various state transitions and duration of residences within a state can be estimated from other students and a particular student’s past behavior. In contrast to MVPA, where abstract states are needed to avoid overfitting, the best results come from using estimates of durations in specific states and transition probabilities between these states. This lets us capture the large differences among problems.

For instance, in the current example we obtained from other students statistics on state durations and error probabilities for each step of each problem. We tuned these to reflect the overall speed and accuracy of the particular student on day 1 to predict that student on day 5. Figure 5 shows the distribution of times and errors rates aggregated into three categories of problem difficulty. The continuous latency distributions fit these data, which let us calculate the probability of any duration for any problem.

**Combining the Components**

With this framework, we can calculate the probability of any interpretation of a sequence of scans. For example, consider a situation where a student is solving a sequence of problems that involves \( m \) scans, going through \( r \) steps, which are a subset of \( s \) states. In the current
experiment, for a specific block of problems and a particular student, \( m \) would be on the order of 150 scans, \( r \) would be on the order of 30 steps, and \( s \) on the order of 50 states. An interpretation \( I \) of the \( m \) scans is an assignment of the scans to a subset of the \( s \) states.

Using a naive Bayes rule, we can calculate the probability of any interpretation \( I \) as the product of the prior probability determined by the behavioral model and the conditional probabilities of the fMRI signals (based on the imaging data’s LDA). The term \( p_k(a_k) \) in the prior probability is the probability that the \( k \)th interval is of length \( a_k \), and \( S_r(a_r) \) is the probability of the \( r \)th interval surviving at least as long as \( a_r \). The term \( t_{k,k+1} \) is the probability of transitioning from state \( k \) to \( k + 1 \). The second term contains \( p(fMRI|I) \), which are the probability density values for the fMRI signal on scan \( j \) given \( I \)’s assignment of scan \( j \) to a state.

Figure 6 illustrates this computation for a hypothetical problem that includes:

- A semi-Markov model containing the transition probabilities \( t_{k,k+1} \) between steps (green correct, red incorrect).
- The probabilities \( p_k(a_k) \) that correct and incorrect steps will last different numbers of scans.
- The conditional densities \( p(fMRI|I) \) of the fMRI images given interpretations as coming from correct or incorrect states. Average image patterns are illustrated for correct and incorrect steps. Images for each scan are below the scan number.
- The posterior probabilities that a scan comes from each of the four states given the images up to and including the image for that scan.
Figure 7. Algorithmic performance. We report our algorithm's performance on the (a) segmentation goal and (b) diagnosis goal.

Evaluation and Discussion

Although the simple example involves just 16 possible interpretations, the real data comes in blocks with an astronomical number of possible interpretations. The Viterbi algorithm can efficiently find the most probable. We have computer logs giving us exactly what the student did. We held this information back from the algorithm as a definition of ground truth and investigated whether the algorithm could predict the data in those logs. (Visit http://act-r.psy.cmu.edu/actrnews/index.php?id=34 to see a demonstration of our system's performance on one block of algebra problems, predicting the actual mouse clicks in the problem.) We performed separate evaluations of the segmentation goal (identifying what step a student is performing) and the diagnosis goal (determining whether that step is being performed correctly).

Figure 7 illustrates the algorithm's performance on these two dimensions. Figure 7a illustrates the algorithm's success at identifying where the student is in a sequence of problems that might take between 3 and 6 minutes to complete. The algorithm assigned each scan to a step of some problem, and the figure plots the mean difference between the assigned step and the true step. It shows how well the algorithm can do using just
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Statistics based on fMRI data, just behavioral data, and both. It illustrates the powerful multiplicative effect we get by combining behavioral and fMRI data.

Figure 7b illustrates the success of the approach on the diagnosis goal. We were able to vary the criterion for classifying a step as an error and so generate a curve giving the probability of a hit (classifying an error step as an error) as a function of the probability of a false alarm (classifying a correct step as an error). A measure of classification accuracy is the area under the curve, which is 0.5 for chance classification and 1.0 for perfect classification. The figure shows the level of performance is as high as 0.946.

The combination of MVPA and a behavioral model of the student can yield a fairly accurate diagnosis of where a student is in problem-solving episodes lasting many minutes. Moreover, prediction accuracy using both information sources was substantially greater than using either source alone.

The performance in Figure 7 should not be taken as the limit of what can be achieved. We could improve performance by enhancing the imaging data, adding additional data sources, or improving the behavioral model.

Achieving improved performance will be critical for tutoring applications of this methodology. Critical to instructional decisions are diagnosing mental states such as whether the student is confused, is doing critical problem solving, or has reached a point of routine procedural execution. This could help the system determine whether to offer help, let the students work on their own, or advance the students to a new curriculum objective. A challenge in making such discriminations is defining ground truth. The current example used computer records to decide what step the student was on and whether the step was in error. There are not similarly hard definitions of things such as whether a student is confused, but researchers are making progress on defining such states within the context of intelligent tutoring systems.


Selected CS articles and columns are also available for free at http://ComputingNow.computer.org.