The ACT-R Model
The ACT-R model and results are in the ACT-R Model folder. The model is derived from that provided with Anderson & Fincham (Cognitive Psychology, 2014).  The changes made include the elimination of exception processing, the addition of code to check if answers can be retrieved, and special optimization for Learning Phase 3.  
Running the model in LISP
1. load ACT-R 6.0 with key-press-module.lisp
2. load support.lisp
3. load regular-model.lisp
The results of the simulation are shown in simulation1.xlsx.  They can be obtained by running the command “(run-problems problems)”.   This produces 18 columns of numbers for the 21 problems for each of the 3 learning phases.   The first three numbers in each row are the times for the cognitive stages Encoding, Solving, and Responding. The next 15 columns give the module engagement during the 3 cognitive stages for the Visual, Imaginal, Retrieval, Manual, and Metacognitive modules.  These module engagements within a cognitive stage are the proportion of time during that stage when the module was engaged. Note the manual engagement during the Solving stage during learning phase 1 is left-hand finger counting and is not used in predicting activity of the left motor area.

HSMM
The conception here is that N learning phases correspond to 4*N HSMM states.  For each learning phase, the first 3 HSMM states are the 3 cognitive stages Encoding, Solving, Responding and the 4th represents the break between problems which we call the Rest stage.

starter.mat
The starting data to run the Matlab analyses are contained in starter.mat.  Loading this file defines the following:
	A:  starting transition matrix (for estimation) between the 3x4=12 HSMM states that constitute the 3 learning phase model.
	newtemplate: the latency data in simulation1.xlsx.  There are 21 rows, 1 row per problem.     The first column gives the problem identity as a single multi-digit number that reflects the base and height of a problem, where the base is given by the leading digits and the height by the ones digit (so the entry 103 corresponds to the problem 10$3=27). The ACT-R durations of the three cognitive stages during the first learning phase are in columns 2-4, and similarly learning phases 2 and 3 are in columns 5-7 and 8-10.   Figure 8 shows these values averaged over height.
learnedActs2: the 20 PCA scores.   The first column counts scans and the last column notes Rest scans with a 1.   There is a single Rest scan between each problem during which the HSMM must transition to a rest state.  Non-rest scans have PCA values in columns 2-21.  Note that the first column scan index increases through all 36 repetitions of a problem.  So, for instance, the first 94 rows correspond to the first problem of subject 1.  The scans have been rearranged so that all the scans for a particular subject for a particular problem are in order.   They were interleaved by problem occurrence in the original data.
markers2:  has 1’s for repeated problems, zeros otherwise.  There are 5759 problems rather than 40x144=5760 because one problem (for subject 21) was so brief that it had no scans.
pyramids21:  lists the 21 problems as a number whose leading digits define base and the units place is height (identical to the first column of newtemplate).
problems2:  lists the problems for each subject in terms of the index into pyramids21.   These are the same order as in markers2 and learnedActs2.  The first problem for any subject is the height 3 problem, the second is the height 4 problem, the third is the height 5 problem and the next 36 are the non-repeated problems in the order they occurred.  There are 1559 problems not 40x39=1560 because the missing problem is a non-repeated problem for subject 21.
subjects2:  lists the subjects according to the problems in problems2.  These numbers run consecutively 1-40 and are in the same order but with different values than the numbers originally assigned to the subjects. 
problems5759:  the 5759 problem identities to correspond to markers2 and subjects2. 
behData:  gives by rows all the behavioral data for the 40subjects x 144 = 5760 trials, one trial per row.   There are 7 columns giving subject number, repeated (2) or not (3), problem label, correct (1) or not (2), block (1-6), time to hit enter key to indicate ready to respond, time to key the answer.

Table 1.
	The data for this table will be printed out by running the script Table1.m.  These subject-by-subject data are contained in the resulting variables accuracy, solving and keying.

Figure 4.
	The data for this figure can be created by running the script Figure4.m.  These data are contained in the resulting variables repeated and nonrepeated.  The power function fits are contained in the file latency.xlsx

Figure 5.
LOOCV18.mat contains the results of calling 
[lkhN(:,i), meansN{i}, paramsN{i}, AN{i}] = leave1outPlain(learnedActs2,problems2,markers2,subjects2,i);
to perform LOOCV for i states.   This was called with i ranging from 1 to 8.  This takes about 3.5 hours using 12 processors.  
LOOCVACTR.mat contains the results of fits the ACT-R model times:
[lkhN, meansN, paramsN, AN]  = leave1outA(learnedActs2,problems2,markers2,subjects2,newtemplate(:,2:end));
which takes about 15 minutes with 12 processors.

Figure 6.
actThree.mat contains the result of calling 
[lkh1, probpairs1, means1, params1, A1]
=hsmmACTR(learnedActs2,problems2,markers2,newtemplate(:,2:end),A,zeros(20,9),[],15,.01);
to fit the ACT-R model.  This takes about 3.5 minutes.  The PCA means in means1 can be converted to activations values by using the information in Figure6.mat:
best: best 4 slices to display
filter: voxels used
latent: from PCA
means: means of original voxel activations
stds: standard deviations of original voxel activations
subtransform: for going from the 20 PCAs to reconstructed brain
activations: reconstructed from means1 by calling
activations = reconstruct(means1(:,1:3),subtransform,latent,means,stds);
The images can be created by calling:
	bvinit;
	bvshow2x2x1(filter,activations(1,:),'range',[-0.01 0.01],'slices',best,'layout',[1 5]);
	bvshow2x2x1(filter,activations(2,:),'range',[-0.01 0.01],'slices',best,'layout',[1 5]);
	bvshow2x2x1(filter,activations(3,:),'range',[-0.01 0.01],'slices',best,'layout',[1 5]);

Figure 7 
plainThree.mat contains the variable params which gives a starting set of gamma parameters, as well as the results for the fit of a 3-state ACTR-non-informed model.  The results are created by calling
[lkh2, probpairs2, means2, params2, A2] = hsmmPlain(learnedActs2,problems2,markers2,A,zeros(20,9),params,15,.01);
.   This takes about 10 minutes. The output is
lkh2: the log likelihood
probpairs2: The probability that each scan is in each of the token 12 cognitive states
means2: the PCA brain signature for each of the 9 real cognitive states.
params2: the gamma parameters for each of the 9 real cognitive states.
A2: the final transition matrix
The state occupancies probpairs2 and then be processed to find times:
[times3, times21]=processTimes(probpairs2,problems5759,pyramids21);
producing
times3: the times for each of the 3 heights by 9 states plotted in Figure 6
times21: the times for each of the 21 problems by 9 states used for the statistics reported in the paper.

Figure 10
Figure10.mat contains the data for this analysis:
bold:  the activity in the regions fusiform, PPC, LIPFC, Motor, and RLPFC as percent change for each trial in 5 columns.   The rows are scans.
descriptors: the problems corresponding to the trials, the trials beginning, and trial end in 3 columns
subjects: the subject numbers corresponding to the scans.
good: Good scans which excludes scans from beginning and end of block and the one trial where the subject responded so fast there was not a single scan included.
modules:  contains the proportion act-R module engagement organized as a 4 dimensional array where the first dimension reflects the 21 problems, the second dimension the 3 learning phases, the third dimension the 3 cognitive stages, and the fourth dimension to the 5 modules Visual, Imaginal, Retrieval, Manual, and Metacognitive.   See the ACT-R Model for its computation.
Using probpairs1 from actThree.mat, beta values for each subject can be obtained
betas = analyzebetas(bold,descriptors,probpairs1,subjects,good);
The returned value betas is a 9x5x40 matrix where rows correspond to the periods fixation, Encode1, Solve1,Respond1, Encode2, Respond2, State3, Feedback, Repetition detection, columns to the 5 regions, and the third dimension to the 40 subjects.  The activity and predictions plotted in Figure 10 can then be obtained by calling
[predictions,activity]=predictActivity(modules,betas)

Figure 11 & Table 2.
	The results for this figure can be computed from probpairs1 and A1 in actThree.mat plus markers2 from starter.mat:
[probs, preds, counts] = stateProbs(probpairs1,markers2,A1);
The output is
probs: a 3-dimensional array giving the mean probabilities of state occupancies for the 36 trials (first dimension) for the 3 learning states (second dimension) for the three heights (third dimension).
preds:  The theoretical probabilities based on the values in A1 for the 36 trials by 3 learning states.
counts: a 3-dimensional array giving the estimated number of trials in states for 40 subjects (first dimension), for the 3 heights (second dimension), for the three states (third dimension).  
Figure 11 plots probs and preds and Table 2 presents the counts averaged over subjects.

Figure 12
Using learnedActs2 and problems5759 from starter.mat and means1, params1, probpairs1 from actThree.mat it is possible to calculate the context and signal probabilities for the 5759 trials as
[context signal fullprobs] = contextSignal(learnedActs2,means1,params1,probpairs1,problems5759);
where context gives the context probabilities, signal the signal probabilities, and fullprobs the state occupancy probabilities, prob(i,k).  From these one can calculate aggregate context and signal probabilities for the repeated problems using markers2 from starter.mat to identify these trials:
 
[contextVector,signalVector,contextMatrix,signalMatrix, countMatrix] = CSmatrices(context(markers2==1,:),signal(markers2==1,:));
[bookmark: _GoBack]Where contextVector and signalVector provide the basis for Figure 12.  They contain the context and signal data aggregated according to the 10 deciles of the context probabilities for each of the 3 states.  contextMatrix and signalMatrix present the mean context and signal probabilities according to a 10x10 classification where the rows are the deciles of the context probabilities and the columns are the deciles of the signal probabilities.  The means are the mean context and signal probabilities for the observations that fall in these cells.   countmatrix give the number of observations in these cells.   The third dimension of these last three matrices reproduces these measures for each learning phase.  The results from these computations can be found in Figure12.mat.

Table 3 & Figure 13
The fits in Table 3 and the plots in Figure 13 come from using markers2 from starter.mat and fullprobs from Figure12.mat and calling
[vals, params, trans] = fitModels(fullprobs(markers2==1,:));
where vals are the log likelihoods, params are the parameters of the two models and trans is a 4-dimension matrix with the first dimension being the 36 trials, the second dimension the 2 transition functions, the third dimension the 2 models, and the fourth dimension the 3 heights.

Table 4.
This table can be reproduced by using markers2 and behData from starter.mat and fullprobs from Figure12.mat and calling
[report, exponents, factors]=Table4(fullprobs(markers2==1,:),behData)
where 
report gives the contexts of Table 4.
exponents is a 3x6 array where rows correspond to heights.   The first three columns give the values for the full model that estimates separate exponents for each height.  The fourth column gives the exponents for the model that estimates a single exponent for each learning state. The top row of the last two columns give the exponent when only one exponent is estimated for the Learning State 1.
factors is a 3x12 array where rows correspond to height.  Each set of three columns gives the factors for one of the 4 models.   The last two columns just have a single factor for Learning State 2 and 3 in the last model.
The 6 parameters reported in Table 4b come from exponents(1,6), factors(:,10), and factors(1,11:12).


 
