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A B S T R A C T

Multivariate pattern analysis can be combined with Hidden Markov Model algorithms to track the second-by-second thinking as people solve complex problems. Two applications of this methodology are illustrated with a data set taken from children as they interacted with an intelligent tutoring system for algebra. The first “mind reading” application involves using fMRI activity to track what students are doing as they solve a sequence of algebra problems. The methodology achieves considerable accuracy at determining both what problem-solving step the students are taking and whether they are performing that step correctly. The second “model discovery” application involves using statistical model evaluation to determine how many substates are involved in performing a step of algebraic problem solving. This research indicates that different steps involve different numbers of substates and these substates are associated with different fluency in algebra problem solving.

© 2011 Elsevier Ltd. All rights reserved.

1. Introduction

Psychology has always been challenged by the task of scaling its methods to the complexity of cognition. The methodology of choice for much of its history has been reaction time, which has shown considerable success in analyzing the structure of cognition in the subsecond range. Neuroimaging techniques, particularly ERP with its high temporal resolution, have also had success in that time range. But what happens when a participant is challenged by a difficult problem, thinks about it for a period measured in minutes, and announces the answer? Newell and Simon (1972), when faced with the challenge of understanding such problem solving, decided to tackle this in the most direct way possible and simply ask the participant to tell them what they were thinking. While verbal protocols have been subject to challenges (Nisbett & Wilson, 1977), this methodology has borne considerable fruit (Ericsson & Simon, 1993). Eye movements offer a less intrusive way of tracking thought and also have had some success (Salvucci & Anderson, 2001). However, when problems really get hard, participants will often want to shut up, close their eyes or look away, and think.

The goal here is not to criticize current methods for analyzing brief cognition or extended cognition, but rather to describe a new methodology for tracking the sequential structure of thought. This methodology combines Hidden Markov Models (HMM - Rabiner, 1989) with multi-voxel pattern analysis (MVPA) of fMRI data (e.g., Davatzikos et al., 2005; Haynes & Rees, 2005; Haynes et al., 2007; Hutchinson, Niculescu, Keller, Rustandi, & Mitchell, 2009; Mitchell et al., 2008; Norman, Polyn, Detre, & Haxby, 2006). The paper will illustrate the potential of the methodology with two applications involving an intelligent tutoring system.

1.1. Cognitive Tutors

At Carnegie Mellon University we have developed a successful approach to computerized instruction called Cognitive Tutors (Anderson, Corbett, Koedinger, & Pelletier, 1995). These tutors focus on the instruction of mathematics and are widely used. For instance, the Algebra Tutor (Ritter, Anderson, Koedinger, & Corbett, 2007) is currently deployed in over 2600 schools throughout the United States and interacts with approximately 500,000 students each year. They are called Cognitive Tutors because they are built on cognitive models that solve problems in the same way that students do. They individualize instruction by two processes called model tracing and knowledge tracing. Model tracing uses a model of students' problem solving to interpret their actions. It does this by finding a path of cognitive decisions that produces a match to the observed actions. Given such an interpretation, the tutoring system is able to provide real-time instruction individualized to where a student is in the problem. The second process, knowledge tracing, involves inferring what skills the student has mastered and then selecting new problems and instruction suited to that student’s knowledge state.
1. **Diagnosing what a student is thinking.** The only information available to a typical tutoring system comes from the actions that students take in the computer interface. The inference from such surface behavior to underlying thought is perilous. We have made some progress using brain imaging to diagnose the moment-by-moment changes in a student’s mental state (Anderson, Betts, Ferris, & Fincham, 2010; Anderson, Betts, Ferris, & Fincham, 2011, in press-a). The first application in this paper will review one example of our work here. It will introduce the principles underlying the approach.

2. **Accuracy of the cognitive models.** The cognitive models in the tutors are quite crude relative to the complexity of the actual cognitive processes. Recently, I have been exploring whether this same approach can be used to refine these cognitive models. The second application in this paper will illustrate how this neuroimaging approach can be used to discriminate among alternative models and discover new models.

Both applications will use data from an experiment described in detail in Anderson et al. (2011, in press-a). That study followed 16 children going through a sequence of algebra problems with the assistance of the tutor. They worked with the tutor over 6 days (numbered 0–5) and were scanned on Day 1 and Day 5. The study used an experimental tutoring system described in Anderson (2007) and Brunstein, Betts, and Anderson (2009) that teaches a complete curriculum for solving linear equations based on the classic algebra text of Foerster (1990). The tutoring system has a minimalist design to facilitate experimental control and detailed data collection. Nonetheless, it has the basic components of a Cognitive Tutor: instruction when new material is introduced, help upon request, and error flagging during problem solving.

Students use a mouse for all tutor interactions – to select parts of the problem to operate on, to select operations from a menu, and to enter values from a numeric keypad. They go through cycles of four steps in solving an algebra problem. As a simple example consider the four steps in solving the equation \( x - 10 + 17 = \) illustrated in Fig. 1:

1. **Selecting a transformation.** In this case this involves selecting an operation called “Unwind” and indicating that it applies to the whole equation.
2. **Executing the transformation.** In this case this involves entering \( x = 10 + 17 \) by clicking in a keypad.
3. **Selecting evaluation.** In this case this involves selecting “10 + 17” as the term to be evaluated.
4. **Executing the evaluation.** In this case this involves entering “27” as the result.

In the example in Fig. 1, solving the problem involves just one cycle of these four steps. More complex problems could involve many cycles of these four steps.

The 16 students did 9 blocks of problems on each day. In a block the children solved 2–7 problems and took anywhere from under 2 min to over 9 min. We collected whole-brain scans every 2 s. Because of problems with the scanner, a block was lost for 5 students on Day 1 and for 4 students on Day 5, leaving 139 blocks on Day 1 and 140 on Day 5. Altogether, they solved 727 problems on Day 1, taking 19,376 2-s-scans and 742 problems on Day 5 taking 15,614 scans. Because some problems involve more than one cycle, there were 890 occurrences of the 4-Step cycles on Day 1 and 905 on Day 5. Table 1 gives statistics on durations and error rates for these steps, where an error is defined as selection of wrong part of the equation, selection of a wrong operation, or entry of an incorrect result. The four steps had rather different behavioral characteristics. The two execution steps took much longer than the selection steps while the transformation steps were more error prone than the evaluation steps. Students sped up more than 70% from Day 1 to Day 5 and their error rate almost dropped in half.

2. **Application 1: Using brain imaging to track student problem solving**

I will begin by describing our approach to the “mind-reading” task of tracking students as they are solving algebra problems in this experiment, focusing on interpreting the student on Day 5. To interpret the behavior of a particular student on Day 5, we combined information from other students on that day and data from the student on Day 1. This is similar to the development and application of Cognitive Tutors, which are deployed with statistics based on pilot students and, as a particular student progresses through the curriculum, they build up a model of that particular student. Our brain imaging data come from individual, not one composite, blocks of about 6 problems that last about 3 min. We used the brain imaging data to determine what problem a student is working on within a block and what step the student is performing within a problem. Determining where the student is will be referred to as the segmentation goal. We also used the imaging data to determine whether that step is being performed correctly. This goal will be referred to as the diagnosis goal. We chose these goals because there is a hard definition of ground truth here, namely the computer logs of students’ progress through these problems. We have developed a novel synthesis of three well-developed methodologies for following the mental states of students, described below:

2.1. **Component 1: Hidden Markov Models (HMMs)**

We used HMMs to represent the students’ non-deterministic progress through the problems. Fig. 2 illustrates part of the HMM state structure used in this application. The figure shows the state structure for a fragment of a block that involves finishing a prior problem, transitioning to a rest state, stepping through one cycle of four steps to solve a problem, and returning to a rest state before the next problem. Each of the steps in solving the problem can be performed correctly or incorrectly. A block of problems was represented with a sequence of separate states for each problem in a block. A typical block of problems might consist of about 50 such states.

HMMs offer a powerful way to represent a student model because of the efficient algorithms for assigning probabilities to different possible state sequences. The critical feature of HMMs is their Markov property that the future course of problem solving only depends on the current state and not past history. Models in Cognitive Science are not typically cast in a way that obviously satisfies this Markov property, but nonetheless we have found ways to convert typical cognitive models into Markov state structures (see also Weaver, 2008). In the current example we set the probabilities of state transitions for a particular student on the basis of the behavioral data of other students (see Component 3). In addition to these transition probabilities, the HMM algorithms use the conditional probabilities of the observed data given different states to help determine the sequence of states. In our case these are the conditional probabilities of different brain imaging patterns (see Component 2). Different HMM algorithms (see Rabiner, 1989) can find the probability that a student is in a particular state during any scan (suitable for model tracing), the most probable interpretation of a block of scans (suitable for knowledge tracing), or the probability of a set of data given a particular model (suitable for model evaluation).
Fig. 1. Each panel illustrates one of the four steps in a problem-solving cycle with the tutor. The subpanels show the states of the tutor within a step. Each step starts with the last state of the previous step. The first panel starts with the initial equation $x - 10 = 17$. Step 1: The student selects a transformation to perform on this equation by clicking on the two sides of the equation (resulting in the red highlighting) and choosing “Unwind” from the menu below. Step 2: The student expresses the result of the transformation by selecting the green box and entering $17 + 10$. This results in the transformed equation $x = 17 + 10$. Step 3: The student specifies that $17 + 10$ is to be evaluated by clicking on this expression (resulting in the red highlighting) and selecting “Evaluate” from the menu below. Step 4: The student specifies the result of the evaluation by entering 27. This creates the final answer $x = 27$, which is displayed here.

Table 1
Behavioral statistics for the four steps.

<table>
<thead>
<tr>
<th>Day 1</th>
<th>Day 5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean scans</td>
</tr>
<tr>
<td>1. Select transformation</td>
<td>2.31</td>
</tr>
<tr>
<td>2. Execute transformation</td>
<td>7.10</td>
</tr>
<tr>
<td>3. Select evaluation</td>
<td>1.24</td>
</tr>
<tr>
<td>4. Execute evaluation</td>
<td>3.68</td>
</tr>
</tbody>
</table>

In many applications such as the current one, we challenge the HMM algorithms to infer the boundaries between states as well as the states themselves. This requires using a special variant of HMM called semi-Markov models because the duration in a state is variable. The same HMM algorithms can be extended to semi-Markov models (Yu, 2010). We also use the behavioral data of other students (Component 3) to infer a probability distribution of durations in the different states.

2.2. Component 2. Multi-voxel pattern analysis

In applications like this tutoring study, there are tens of thousands of whole-brain images from different students going through different problems. We train multi-voxel classifiers to associate different brain patterns with different mental states. These classifiers deliver the conditional probabilities that a given brain pattern comes from particular states, which is what is needed for the logic of a HMM. There are a number of distinctive features of our approach to pattern classification:

a. State abstraction. The number of states in the model can be large. The current example involves about 50 states for each block of problems, and each block of problems is given its own set of states. Even though there are tens of thousands of images, there is not enough data to recognize each state. Therefore, a necessary step is to find some abstraction of the specific states into a smaller number of states. This application used 9 abstract states – one corresponded to the rest period between problems and the

Fig. 2. The behavioral model as a semi-Markov process. States correspond to steps (green correct, red incorrect) and rest period (R). While correct and incorrect states are numbered identically to indicate the step, each state is distinct within the HMM.
other 8 were the 4 basic steps (see Fig. 1) performed correctly or incorrectly.

b. Coarse, whole brain activation patterns. While we have some success using specific predefined regions in some of our other work, we throw away information in such a complex task if we do not use the activation over the full brain. We take the brain activity over about 400 relatively large regions, each a little more than a centimeter cubed. Using smaller regions does not yield much more information and the sheer number of such regions leads to serious problems of overfitting. Fig. 3 illustrates the regions and their weights of association with being in an error state (averaged over the four steps). Warmer colors indicate regions that are more strongly associated with error states.

c. Linear Discriminant Analysis (LDA). We have examined a number of methods sometimes associated with improved performance in the literature such as support vector machines (SVMs) with radial basis functions and other kernels. However we get the best results with LDA. Hsu, Chang, and Lin (2009) note linear classifiers are much more efficient and do not have accuracy disadvantages relative to SVMs when the number of features and instances are large. This is our situation and LDA produces the conditional probabilities that are required by the HMM.

d. Scan lag. We train the classifier to associate states with the brain activity that follows 4–5 s after the student is in that state. This delay gives us optimal performance, which this is not surprising given the lag of the hemodynamic response. The current example uses the activity 2 scans (4s) later to classify the state the student was in during a the time of particular scan. We have tried using multiple scans rather than a single scan for classification, but this typically results in overfitting the data.

e. Merging group and individual data. The best results come from combining imaging patterns both from other students and from the particular student (in this case from Day 1) to train the classifier. The data from the specific student are useful because each student’s activation patterns have their own idiosyncrasies. However, there is not enough data from individual students to reliably train student-specific classifiers. In the current example we used 1/3 weightings of the Day 1 imaging data from a particular student, the Day 1 imaging data from the other 15 students, and the Day 5 imaging data from the other students.

2.3. Component 3. Student modeling

The probabilities of various state transitions and durations of residence within a state can be estimated for a student from other students and past behavior of this student. In contrast to multi-voxel pattern analysis, where abstract states are needed to avoid overfitting, we use no state abstraction with this behavioral data. Indeed, the best results come from using estimates of durations in specific states and transition probabilities between these states.

So, each step for each problem is its own state. This allows us to capture the large differences in difficulty among individual problems. In the current example we obtained, from other students, statistics on state durations and error probabilities for each step of each problem. We also estimated for that student their mean latencies and errors for a step averaged over problems. We used a 2/3 weighting of the problem-specific measures from other students and a 1/3 weighting of the student-specific measures, to generate an estimate of the latency and accuracy of this student for this step of a particular problem. Fig. 4 shows the distribution of times aggregated into three categories of problem difficulty. Note the continuous latency distributions fit to these data, which allow us to calculate the probability of any duration for any step of any problem.
2.4. Application and evaluation

With this framework we can calculate the probability of any interpretation of a sequence of scans. For example, consider a situation where a student is solving a sequence of problems that involves m scans, going through r steps, which are a subset of s states. In the current experiment, for a specific block of problems and a particular student, m would be the order of 150 scans, r would be on the order of 30 steps, and s on the order of 50 states. An interpretation, I, of the m scans is an assignment of the scans to a subset of the s states. Using a naïve Bayes rule, the probability of any such interpretation I can be calculated as the product of prior probability determined by the behavioral model and the conditional probabilities of the fMRI signals given the assignment of scans to states:

\[ p(I|\text{fMRI}) \propto \prod_{k=1}^{r-1} p_0(a_k) \prod_{k=1}^{s} f_{k,k+1} \times \prod_{j=3}^{r+2} p(\text{fMRI}_j|I) \]

The first term in the product is the prior probability (based on the behavioral model) and the second term involves the conditional probabilities (based on the LDA of the imaging data). The term \( p_0(a_k) \) in the prior probability is the probability that the kth interval is of length \( a_k \), and \( S_i(a_k) \) is the probability of the rth interval surviving at least as long as \( a_k \). The term \( f_{k,k+1} \) is the probability of transitioning from state \( k \) to \( k+1 \). The second term contains \( p(\text{fMRI}_j|I) \), which are the probability density values for the fMRI signal on scan \( j \) given I’s assignment of scan \( j \) to a state. This is what the fMRI conditional probabilities provide. While the number of such interpretations is astronomical, HMM algorithms enable efficient calculation using dynamic programming techniques. This can be done either for real-time interpretation (finding the most probable state for the current scan), post-block reconstruction (the most probable sequence of all the scans in a block), and model selection (the probability of the imaging data given a model). This application will use the Viterbi algorithm (Rabiner, 1989).

Interpreting a student can be operationalized as identifying the state in the HMM diagram. The computer logs of student behavior provide a definition of ground truth. We performed separate evaluations of the segmentation goal (identifying what step a student is performing) and the diagnosis goal (determining whether that step is being performed correctly). Fig. 5 illustrates the algorithm’s performance on these two dimensions\(^2\):

1. Segmentation goal. Fig. 5a illustrates the success of the algorithm at identifying where the student is in a block of problems. The algorithm assigns each scan to a step of some problem and the figure plots the mean difference between the assigned step and the true step. The model correctly classifies most of the scans and is off by just a single step on most of the remaining cases. Most of these errors are right at the boundaries between steps. The figure also shows how well the algorithm can do using just statistics based on fMRI data or just behavioral model, and both,\(^3\) Performance is much better using behavioral data and fMRI data together than using either alone. This illustrates the boosting effect one gets by combining behavioral and fMRI data.

2. Diagnosis goal. Fig. 5b illustrates the success of the approach on the diagnosis goal. One can vary the criterion for classifying a step as an error and so generate a curve giving the probability of a hit (classifying an error step as an error) as a function of the probability of false alarming (classifying a correct step as an error). A measure of classification accuracy is the area under the curve, which is 0.5 for chance classification and 1.0 for perfect classification. The level of performance in the figure is a high 0.946.

To summarize this application, the combination of MVPA and a behavioral model of the student can yield a fairly accurate diagnosis of where a student is in problem-solving episodes that last many minutes. Moreover, prediction accuracy using both information sources was substantially greater than using either source alone. The performance in Fig. 5 should not be taken as the limit of what can be achieved. Performance could be improved by enhancing the imaging data, by adding other data sources, or by improving the behavioral model. These are topics of our current efforts.

3. Application 2: Using brain imaging to build and evaluate cognitive models

The model whose state space is illustrated in Fig. 2 is typical of the models built into Cognitive Tutors. Their temporal grain size corresponds to the student actions on which feedback can be meaningfully generated. These models attempt to represent all the correct and incorrect transitions that the student might be making. As illustrated in Fig. 4, these states correspond to highly variable periods of time that take many seconds. Perhaps the student is actually going through multiple mental substates in the period of time occupied by a step. This second application will illustrate how model evaluation techniques based on HMMs can determine if a step does consist of substates. While this example continues with the tutoring domain, it illustrates methods that potentially could generalize to many model evaluation and discovery problems.

The specific goal will be to decide whether a step is best described as a specific sequence of 1, 2, 3, or 4 substates. Unlike the previous example, there are not computer logs to assess the ground truth – we don’t know how many substates there are or where they begin and end. Rather, goodness of fit to the data will be used to infer the number of substates and their segmentation. We will assume that the duration \( t_i \) of residence in any substate \( i \) is variable, described by a 2 parameter gamma function \( g(t_i, v_i, a_i) \), where \( v_i \) and \( a_i \) are the parameters of the gamma function for substate \( i \). The durations were discretized such that each 2-s scan gets associated with a single substate. Gamma functions were similarly used in the previous example to describe the duration in a step (see Fig. 4). Each substate \( i \) will have its own distribution of times and its own pattern of activation over the 408 voxels. This means each substate will have 410 parameters associated with it (2 for the latency distribution and 408 for the activation values).

The Appendix A describes how predictions are derived from the different substate models for a step and how parameters are estimated. This results in a calculation of the likelihood of the data under the various models. Because the models are nearly nested,\(^4\) it is to be expected that the model with more substates will have a

---

\(^1\) As noted earlier these approximately 50 states are abstracted to 9 for use of the imaging data, but are represented distinctly in the HMM so that state-specific behavioral data can be combined with the more abstract imaging data.

\(^2\) Visit http://act-r.psy.cmu.edu/actrnews/index.php?id=34 to see a demonstration of the performance of our system on one block of algebra problems, predicting the actual mouse clicks in the problem.

\(^3\) Performance with just fMRI is achieved by making all transitions and durations in the HMM equiprobable. Performance with just behavioral model is achieved by making the conditional probabilities of the fMRI data the same for all states.

\(^4\) Pure nesting would mean that the more complex model is guaranteed to produce at least a good a fit (larger log likelihood) as the simpler model. The nesting is not perfect because the discrete approximation to the gamma removes the guarantee that the more complex model will provide a better fit to the distribution of scan lengths.
higher likelihood. Under the null hypothesis, 2 times the difference in likelihood difference between a n+1 substate model and a n substate model should be distributed as a chi-square with 410 degrees of freedom to reflect the extra parameters. Table 2a gives the actual chi-square gains associated with the more complex models. The simpler model can be rejected in favor of the more complex model if the chi-square is greater than chance, indicating that the likelihood gain is not just a matter of fitting noise. As points of reference, the critical values for a chi-square with 410 degrees of freedom is 458 for p = .05 and 525 for p = .0001. Given these thresholds, the conclusions are pretty clear: Steps 2 and 4 are best fit with four substates, Step 3 with one substate, and Step 1 is between the .05 and .0001 threshold for deciding between 3 and 4 substates.

While the 4-substate model provides better fits to the data for all but Step 3, the interpretation of this result is not clear. The interesting interpretation of this result would be that students are going through a sequence of four distinct mental substates. However, other uninteresting factors might be producing these statistically better fits. For instance, it may reflect the fact that the durations in a substate do not perfectly fit a gamma distribution or the fact that the distribution of feature values is not perfectly normal. Estimating more substates might simply reflect using multiple distributions to better fit the true distributions.

The critical feature of the interesting interpretation is that the sequence of scans within a step reflects a sequence of statistically distinguishable substates. To test whether this was true the scans for all the instances of a step were permuted. This assigns a random set of scans to any step instance. The scans assigned to a step are likely to come from various other instances of the same step and are likely occur in a different order than their true order. The same model fitting effort was applied to the permuted data as had been done on the real data, resulting in simulated chi-square differences. If the advantage of the more complex model actually reflects going through an additional substate in a specific order, then the chi-square gain for this random assignment should be less than the gain for the true assignment. However, this should not be the case if the more complex model is simply better at fitting the distribution of step times or creating a mixture that better matches the distribution of feature values.

Any single random permutation might not produce chi-square gains as large as the true gains because of chance. Therefore, each step was permuted 100 times and the model was fit to each simulated data set. Table 2b shows the means and standard deviations of the chi-square gains for the fits to the simulated data. To confidently accept a more complex model over a simpler model, the chi-square gain for the true data should be greater than what is observed with these random permutations. Table 2c shows the largest values obtained from the 100 random permutations. Comparing these simulated gains to the true gains leads to the following conclusions:

Step 1 involves selecting a part of the expression to operate on and identifying the operation. The evidence is not totally clear for discriminating among 1, 2 or 3 substates. We observed four simulated gains for the 2 versus 1 substate contrast that were greater than the true gain and two simulated values greater for the 3 versus 2 contrast. In contrast to these two comparisons, the gain for 4 substates over 3 is just 1.30 standard deviations larger than the mean simulated gain and 11 simulated gains were greater than the true gain. As something of a compromise, we chose the 2-substate model, which is illustrated in Fig. 6.

Step 2 is the most critical step where the student specifies the change that the transformation produces in the algebraic expression. There is strong evidence for a 3-substate model but not for a 4-substate model. We observed no simulated gains greater than

---

Table 2

Comparison of models for the different steps.

<table>
<thead>
<tr>
<th></th>
<th>Step 1</th>
<th>Step 2</th>
<th>Step 3</th>
<th>Step 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) Chi squares</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 over 1</td>
<td>1093.5</td>
<td>3491.5</td>
<td>424.9</td>
<td>2186.8</td>
</tr>
<tr>
<td>3 over 2</td>
<td>883.7</td>
<td>2313</td>
<td>198.8</td>
<td>1086.8</td>
</tr>
<tr>
<td>4 over 3</td>
<td>518.6</td>
<td>2007.6</td>
<td>-51.8</td>
<td>918.5</td>
</tr>
<tr>
<td>(b) Chi squares with permuted data</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 over 1</td>
<td>599 ± 243</td>
<td>690 ± 76</td>
<td>531 ± 204</td>
<td>633 ± 23</td>
</tr>
<tr>
<td>3 over 2</td>
<td>552 ± 112</td>
<td>608 ± 941</td>
<td>193 ± 155</td>
<td>600 ± 242</td>
</tr>
<tr>
<td>4 over 3</td>
<td>225 ± 227</td>
<td>1129 ± 610</td>
<td>-10 ± 260</td>
<td>598 ± 314</td>
</tr>
<tr>
<td>(c) Maximum chi square differences with permuted data</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 over 1</td>
<td>1763.0</td>
<td>773.1</td>
<td>1403.0</td>
<td>687.9</td>
</tr>
<tr>
<td>3 over 2</td>
<td>997.3</td>
<td>1580.8</td>
<td>464.3</td>
<td>1170.0</td>
</tr>
<tr>
<td>4 over 3</td>
<td>739.6</td>
<td>2871.1</td>
<td>731.7</td>
<td>1230.1</td>
</tr>
</tbody>
</table>

---

5. The negative chi-square gain for the 4-substate model for Step 3 reflects the fact that the models are not perfectly nested and it is difficult to combine many discrete distributions given the brief duration of this step.

6. For sake of brevity, we are skipping over an assessment of these models in terms of their BIC (Kass & Raftery, 1995) scores, which penalizes the more complex models for their added complexity. A straightforward BIC complexity penalty does not guard against the uninteresting interpretations of a better fit just described. The analysis described below that does guard against these uninteresting interpretations.
the true gains for 2 substates over 1 or for 3 substates over 2. The gain for 4 substates over 3 is just 1.44 standard deviations larger than the mean. Fig. 7 illustrates the parameter values for the 3-substate model.

Step 3 is the simplest step of identifying an arithmetic expression to be evaluated. The evidence clearly points to a 1-substate model since the mean simulated gains are all greater than the true gains. Fig. 8 illustrates the value for the 1-substate model.
Step 4 involves the mental evaluation of the arithmetic expression. The evidence is very strong for a 2-substate model but marginal for a 3-substate model. The true gain for 3 versus 2 substates is only 2.01 standard deviations larger than the simulated mean and we observed two simulated gains greater than the true gain. Fig. 9 illustrates the fit for the 2-substate model.

Figs. 6–9 illustrate the substate models that seemed best. Each step has a first substate with a distribution of number of scans that includes very few 0 scans (i.e., this substate was seldom skipped) and peaks at 1 or 2 scans. The other substates all have peaks at 0 scans (i.e., they are often skipped) and long tails. Thus, the substates appear to divide into nearly obligatory substates (substates 1.1, 2.1, 3.1, and 4.1) and optional substates (substates 1.2, 2.2, 2.3, and 4.2).

The HMM algorithm allows us to estimate the time spent in each substate during each step. Fig. 10 shows the mean times as a function of day and whether an error was made. Generally and not surprisingly, students tend to spend more time in the substates when there is an error and less time on Day 5 when they have learned more. However, the different substates appear to display different patterns of latencies. To explore this we performed a hierarchical clustering of the 8 substates using the Euclidean dis-


Fig. 10. Mean time in a state as a function of day and whether an error was made on that step. Means are calculated separately for each student and averaged. The standard errors displayed are estimated from the student means.

tances between the mean times of the 4 conditions in each state. Fig. 11a shows the resulting tree. The four obligatory states cluster together and separate from the optional states. Separate analyses of variance show that none of the obligatory states show a significant effect of practice (Day 1 versus Day 5 – see Fig. 10) whereas all of the optional states do.\(^7\) Optional states 1.2 and 2.3 cluster separately from 2.2 and 4.2 because they are the only substates to show a significant interaction \((F(1,15)'s of 13.73 and 8.41, p's < .01 and .005, respectively)\) between day and correctness. The interaction occurs because more than twice as much time is spent in these substates on Day 1 when there is an error than any other circumstance.

Fig. 11b shows the results of a clustering analysis using distance between the activation patterns of these substates (i.e. distances between the 408 values – see Figs. 6–9). It reveals a similar pattern–optional substates 2.2 and 4.2 cluster together because they show least activation, the obligatory substates cluster together with moderate activation, and optional substates 1.2 and 2.3 cluster together with the most activation. In summary, three different measures suggest the same organization of the states – distribution of number of scans, effect of condition on mean time, and the voxel activation patterns.

While variation in overall activation seemed to be the basis for the organization in Fig. 11b, it would be interesting to know what regions contribute most to this variation. Fig. 12 shows the standard deviation in activation values for the 408 regions. Areas that tend to vary substantially across substates include the right dorsolateral prefrontal cortex, left motor area, bilateral parietal cortex, and visual areas. The visual and motor areas reflect the fact that algebraic symbol manipulation has fundamental perceptual-motor components (Goldstone, Landy, & Son, 2010) even in this interface. The parietal areas overlap with the regions that activate in other studies of basic arithmetic (Dehaene, Piazza, Pinel, & Cohen, 2003) and algebra (Anderson, 2005). Right dorsolateral prefrontal regions have been reported to be more active in children during the performance of arithmetic tasks (e.g., Ansari & Dhital, 2006; Rivera, Reiss, Eckert, & Menon, 2005).

To summarize this example, the combination of MVPA and HMM model evaluation can serve to select among models for a task. In this case the model selection indicates how many substates to associate with particular steps. Further, these different substates appear to have different relationships to performance of the task. The overall mean duration in the obligatory substates is 4.2 s and this varies relatively little with step or condition. These would appear to reflect the constant aspects of performing the algebraic operations. The optional substates are much more engaged when an error is made. Time in these optional substates shows a significant decrease with practice unlike the obligatory substates. The four optional substates split into two subgroups – two (1.2 and 2.3) that involve heightened engagement of algebraic regions and two (2.2 and 4.2) that show decreased engagement of these regions. It remains to be determined what relationship these substates might have to the actual mastery of algebra.

4. Applications to tutor development

This methodology is appropriate to a wide range of mental tracking tasks and model evaluation. Nonetheless, this paper will continue its focus on applications to tutoring. Perhaps the first question in the mind of the reader is how could this methodology actually be applied to a Cognitive Tutor, given that regular instructions in an fMRI scanner is impractical. The potential application is not to delivery of instruction (which will still take place in classrooms and at home on a computer), but rather to the development of the instruction. One could evaluate different tutoring designs by seeing their consequences for the mental states of students, as illustrated in the first application. Additionally, one could improve upon the cognitive models in these tutors as illustrated in the second application.

With respect to the first goal of tracking student thought, the first application, while perhaps impressive, was rather useless. We already had computer logs that indicated the segmentation of performance into steps and whether these steps were being performed correctly. This provided a solid definition of ground truth. On the other hand, the methodology might be quite useful in discriminating among states within a period of time when there are not behavioral markers. For instance, one might consider diagnosing when an optional substate occurs. It may turn out that the highly engaged optional substates (1.2 and 2.3) reflect an effort to understand problematic material whereas the low engaged substates (2.2 and 4.2) may reflect a zoning out. Progress is being made on developing behavioral assessments of such mental states within the context of intelligent tutoring systems (e.g., Graesser et al., 2008). One could investigate whether these behavioral assessments correlated with the states. If one could confidently assign such an interpretation to these substates, one could then use them to assess different tutoring systems by whether they produce engagement versus zoning out.

With respect to model evaluation, the sluggish nature of the hemodynamic response probably places a limit on how refined of a model one can identify. In this regard, note that Step 2, which produced the most substates (three), was the longest while Step 3, which produced just one substate, was the shortest. This reinforces the point made in the introduction that these HMM methods applied to fMRI are probably most appropriate for the long episodes that are typical of complex problem solving.

There have been some successful efforts to evaluate more detailed models of complex sequential behavior (Borst, Taatgen, Stocco, & Van Rijn, 2010) including student performance with this tutor (Anderson, Betts, Ferris, & Fincham, in press-b). These efforts have been based in the ACT-R architecture (Anderson, 2007) which makes predictions about mental events as brief as 50 ms. These cognitive modeling approaches have been more traditional in their use of fMRI data by identifying specific regions of interest and comparing model predictions against these regions, or, alternatively,

\(^7\) All but substates 2.1 and 4.1 show significantly longer times when an error is made.
creating traditional SPM design matrices (Friston, 2006) in order to detect brain regions associated with aspects of the model. These models make predictions about the timing of specific mental steps such as retrieval of a relevant arithmetic fact and much of the model fitting is concerned with how such times vary as a function of condition. For instance, Anderson et al. (in press-b) modeled the improvement from Day 1 to Day 5 in terms of less time spent retrieving algebraic knowledge.

There are two reasons why we have chosen instead this MVPA approach for an application like tutor development. First, the detailed factors that affect these model fits, such as retrieval time, are not particularly critical to instructional decisions. Rather the critical information for tutoring concerns mental states that last for longer periods. The methods described in this paper are suited for this temporal grain size. Second, one loses discriminative power by looking at only a subset of brain activity in specific regions of interest (although perhaps not theoretical power). For instance, in the first mind-reading application we tried only using specific regions with known relevance to algebraic problem solving, but the level of success was substantially reduced. While there are theoretical reasons for wanting to understand specific regions and focusing just on their activity, this can be at cross-purposes with the goal of achieving the most accurate diagnosis of mental state.

However, these two approaches should be complementary and could feed the development of each other. The patterns of brain activity displayed in this paper are sensible – for instance, Fig. 3 shows that algebraic errors are associated with strong weights in the region of the anterior cingulate, which would be expected in many theories of the function of this region (e.g. Botvinick, Braver, Carter, Barch, & Cohen, 2001; Falkenstein, Hohnbein, & Hoorman, 1995; Sohn et al., 2007; Yeung, Botvinick, & Cohen, 2004). Similarly, Fig. 12 revealed that a considerable portion of the variance between substates is associated with the posterior parietal cortex, which we have found critically engaged in algebra problem solving. Having strong theoretical constraints might guide appropriate feature selection and help deal with the problem of overfitting that is ever present in such MVPA applications.

Understanding the full pattern of activity engaged by different mental substates might guide the development of cognitive architectures like ACT-R. For instance, while ACT-R has had considerable success in modeling routine tasks including routine algebraic manipulation, it cannot really explain the much of the higher-order reasoning and metacognition that is critical to mastery of algebra (e.g. Anderson et al., 2011, in press-a). By identifying the sequential structure of the brain activation that is engaged by complex

Fig. 11. Hierarchical clustering of substates: (a) Based on Euclidean distance between the 4 mean times associated with a substate (see Fig. 10); (b) Based on Euclidean distance between the 408 voxel values m associated with a substate (see Figs. 5–9).

Fig. 12. Standard deviations of voxel values associated with the 8 substates.
problems we hope to be able to get clues to additional components that need to be added to the architecture.
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Appendix A. Modeling details in Application 2

The probability $G_i(k)$ that a substate $i$ takes $k$ scans is:

$$G(k, v_1, a_i) = \int_{-\infty}^{\infty} g(t, v_1, a_i) dt$$

where $v_i$ and $a_i$ are the parameters of the gamma function ($2k$ in integral because each scan is 2 s); An interpretation of a step is a sequence of $\eta$ substates $i$ whose lengths $k_i$ sum to the number of scans in that step. The probability of such an interpretation $i$ is:

$$P(I) = \prod_{i=1}^{\eta} \left( \left( \frac{\beta_i}{\alpha_i} \right)^{k_i} \prod_{y=1}^{\eta} \left( \frac{1}{1 + \beta_i} \right) \right)$$

where the probability of $k_i$ scans in substate $i$ is multiplied by the probability of the images associated with those scans (which, as in the previous application, are at lag 2 scans). As in our use of LDA in example 1, assume that the distribution of the 408 voxels values in a substate is multivariate normal. To avoid dealing with the correlation structure these values, a principal component analysis was performed of the values in a substate to get 408 orthogonal values $f_{j}^{m}$ for each scan $j$. The probability of these values for substate $i$ is given by a product of normal densities for these principal components $^{8}$:

$$P_j(f_{j}^{m}) = \prod_{m=1}^{408} N(f_{j}^{m}, \mu_m, \sigma_m)$$

This requires estimating 408 means $\mu_m$ for each substate $i$. The standard deviations $\sigma_m$ are calculated as the square roots of the eigenvalues of the principal component analysis and do not have to be estimated for the substates.

The parameters were estimated using expectation maximization as described in Rabiner (1989). There are many possible ways to break up $k$ scans in a step into substates of $k_i$ scans. HMMs can combine these to determine the probability that any scan is in any substate, which is critical to the re-estimation step in expectation maximization. This allows iterative calculation of a set of parameters that maximizes the overall probability of the data. This probability is what is critical in discriminating among models of different complexity. This overall probability can be calculated from the total probability of each step, which is summed over all possible interpretations $I_{step}$ of the steps:

$$Pr(Step\_j) = \sum_{i \in I_{step}} P(I)$$

where $I_{step} = \{ (k_1, ..., k_\eta) | k_1 + \ldots + k_\eta = \text{scans(\text{step})} \}$

This specifies the probability of a single step. Over all the students there are almost 2000 observations for each of the four steps.

The probabilities of all $N$ tokens of Step $j$ are combined to determine the log likelihood of the data for Step $j$ given a model with its set of estimated parameters:

$$L(N \_ \text{tokens}) = \sum_{x=1}^{N} \ln \text{Pr}(\text{token}_x)$$
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