Algorithm

The algorithm is a simplification of the algorithm described in (20) for variable state duration, specialized for our situation and goals. It involves updating a set of probabilities Q(r,m) that a student is in state r on any scan m and a set of transition probabilities T(r,m) that describe the probabilities that a student will transition out of state r on scan m given that they are in state r on scan m. The algorithm is initialized by setting Q(1,1) = 1 and Q(r,1) = 0 for r >1. The transition probabilities for state 1, T(r,i), are initialized to the hazard function r(i) for duration in that state. Using pr(i) as the probability of state r lasting i scans (e.g. Figure 2) the hazard function is:


[image: image1.wmf]
For convenience, it is useful to define the probabilities of leaving state r on scan m and staying in state r on scan m.  The first is the product of the probability of being in state r on scan m and the probability of transitioning out of it while the second is the probabilities of being in state r on scan m and not transitioning out of it:
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Now one can express the probability of being in state j on scan m:
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That is to say, one can be in state r on scan m either by leaving state r-1 or staying in state j on the previous scan m-1. The probability of being in scan r on state m is proportional to this sum times the probability of the fMRI signal on scan m+2 if one is in state r. One also needs to update the transition probabilities for state m to reflect that they will be a weighted mixture of the transition probabilities that were in effect on the previous scan for the Stay case plus a fresh set of transition probabilities for the Leave case:
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Note that p(fMRIm+2|r) requires a 2-scan peak into the future. One can eliminate this by using only using these lag-2 probabilities to estimate state residences up until 2 scans before the target scan.  One can then use lag-1 probabilities for the prior scan and lag-0 probabilities for the current target. These provide some discrimination (Figure 3a).
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