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Abstract

A long history of research has revealed many neurophysiological changes and concomitant
behavioral impacts of sleep deprivation, sleep restriction, and circadian rhythms. Little research,
however, has been conducted in the area of computational cognitive modeling to understand the
information processing mechanisms through which neurobehavioral factors operate to produce
degradations in human performance. Our approach to understanding this relationship is to link
predictions of overall cognitive functioning, or alertness, from existing biomathematical models
to information processing parameters in a cognitive architecture, leveraging the strengths from
each to develop a more comprehensive explanation. The integration of these methodologies is
used to account for changes in human performance on a sustained attention task across 88 h of
total sleep deprivation. The integrated model captures changes due to time awake and circadian
rhythms, and it also provides an account for underlying changes in the cognitive processes that
give rise to those effects. The results show the potential for developing mechanistic accounts of
how fatigue impacts cognition, and they illustrate the increased explanatory power that is possi-
ble by combining theoretical insights from multiple methodologies.

Keywords: Fatigue; Attention; Computational model; ACT-R cognitive architecture; Alertness;
Psychomotor vigilance test; Sleep deprivation

1. Introduction

Sleep is a necessary part of human functioning. There is an extensive literature docu-
menting the negative cognitive consequences associated with less-than-adequate amounts of
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sleep (e.g., Dinges, Baynard, & Rogers, 2005; Durmer & Dinges, 2005), which has greatly
expanded our understanding of the effects of fatigue. Research has shown that cognitive per-
formance in a variety of functional domains gets worse as sleep deprivation increases. With
increasing degrees of sleep loss, experimental participants exhibit marked decreases in vigi-
lant attention (e.g., Doran, Van Dongen, & Dinges, 2001; Dorrian, Rogers, & Dinges,
2005), slower response time and increased errors in performing mathematical operations
(e.g., Hursh et al., 2004; Thomas et al., 2000; Van Dongen, Maislin, Mullington, & Dinges,
2003), impaired memory (e.g., Drummond & Brown, 2001; Drummond et al., 2000;
Drummond, Gillin, & Brown, 2001; Habeck et al., 2004; Thomas et al., 2000; Van Dongen,
Baynard, Maislin, & Dinges, 2004; Van Dongen et al., 2003), and decrements in perfor-
mance on naturalistic tasks where errors can and do have serious consequences outside the
laboratory (Caldwell, 2003; Caldwell, Caldwell, Brown, & Smith, 2004; Dinges, 1995;
Landrigan et al., 2004).

The effects of sleep loss and circadian rhythmicity have an impact on individuals’ overall
level of cognitive functioning, which we refer to as alertness in this paper. Alertness varies
according to a circadian rhythm and tends to decline as the length of time awake increases
(e.g., Achermann, 2004; Borbely & Achermann, 1999). To quantify these processes in this
research, we use estimates derived from biomathematical models of the dynamics of alert-
ness (see below) as an index of fatigue, with lower levels of alertness reflecting higher levels
of fatigue. Characterized in this way, fatigue has been implicated in a variety of industrial
disasters (see Mitler et al., 1988), including serious accidents in all transportation modalities
(Caldwell, 2003; Dinges, 1995) and a significant number of motor vehicle crashes (Horne &
Reyner, 1999; Klauer, Dingus, Neale, Sudweeks, & Ramsey, 2006; National Transportation
Safety Board, 1995; Pack et al., 1995; Royal 2002). Despite the extensive empirical litera-
ture, the ability to accurately predict performance decrements resulting from decreased lev-
els of alertness is sharply limited. The goal of the current effort is to address this challenge
using an integration of mathematical and computational process modeling, as described in
the next section.

2. Research approach

Existing modeling methodologies for understanding the impact of fatigue are inadequate,
in isolation, for generating precise, in situ, quantitative performance predictions. The means
of addressing this challenge presented here involves linking predictions of alertness from
biomathematical models to information processing mechanisms in a cognitive architecture.
This integration draws upon a rich history of research exploring the dynamics of human per-
formance as a function of time awake and circadian rhythms, and translates those dynamics
into detailed performance predictions produced through the operation of a validated set of
cognitively plausible information processing mechanisms. This not only helps in under-
standing changes in human performance as alertness declines but also provides an account
of the underlying cognitive mechanisms that are responsible for producing those changes.
To evaluate our theory, we use detailed empirical data from an intense investigation
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examining the impact of total sleep deprivation (T'SD) on human sustained attention perfor-
mance (Doran et al., 2001). As we illustrate below, our model closely captures the degrada-
tion in performance resulting from sleep loss that has been observed in individuals deprived
of sleep for an extended period. First, however, we comment on the value and limitations of
both biomathematical models and cognitive architectures. This is followed by a description
of the task under consideration and an integrated model that has been developed to provide
a more detailed account of the impact of fatigue than would be possible using either model-
ing approach in isolation.

2.1. Biomathematical models of alertness

Biomathematical models of alertness have been developed over many years, based
upon empirical studies investigating the changes associated with time awake and circa-
dian rhythms that occur across a variety of dependent measures (see the special issue of
Aviation, Space, and Environmental Medicine—Neri, 2004, for an extensive review). The
models reflect current knowledge regarding neurophysiologic processes and provide a
quantitative estimate of the overall state of the cognitive system, which we refer to as
alertness here. Existing biomathematical models all instantiate a two-process theory of
alertness, embodying the claim that the human arousal system consists of two primary
components: a circadian system and a sleep homeostasis system (e.g., Achermann, 2004;
Borbely & Achermann, 1999). The circadian system oscillates in an approximately 24-h
cycle, resulting in variations in alertness within a single day. The sleep homeostat sys-
tem, in contrast, produces continuous declines in alertness as time awake increases,
which then recovers with sleep. One of the existing models includes a detailed account
of how light exposure influences alertness by affecting the phase and amplitude of the
circadian pacemaker (Kronauer, Forger, & Jewett, 1999), and many provide mechanisms
to shift the circadian cycle as a function of changes to the light/dark schedule (e.g., trav-
eling across time zones; Hursh et al., 2004; Jewett & Kronauer, 1999; Kronauer et al.,
1999). Fig. 1 illustrates the predictions about alertness for two of the models across 88 h
of TSD.

As a result of the common underlying perspective, current biomathematical models of
alertness all make qualitatively similar predictions about how increased sleep deprivation
should impact overall cognitive performance (c.f., Mallis, Mejdal, Nguyen, & Dinges, 2004;
Van Dongen, 2004), even though they differ somewhat in the particular dynamics of the cir-
cadian system as well as the recovery mechanism associated with sleep in the homeostat
system (see Klerman & St. Hilaire, 2007). For example, the predictions from the two models
in Fig. 1 are highly correlated (r = .94). To show the potential of our approach in evaluating
alternative biomathematical models of alertness and to illustrate the existing qualitative sim-
ilarities, we show model performance using parameter values constrained by the alertness
predictions from each of the models shown in Fig. 1 in the results presented below. The two
models are (a) the Circadian Neurobehavioral Performance and Alertness (CNPA) model
(Jewett & Kronauer, 1999) and (b) the Sleep, Activity, Fatigue, and Task Effectiveness
(SAFTE) model (Hursh et al., 2004). Additional details regarding the mechanisms in the
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Fig. 1. Predictions of alertness for two mathematical models of fatigue: the Circadian Neurobehavioral Perfor-
mance and Alertness (CNPA) model, and the Sleep, Activity, Fatigue, and Task Effectiveness (SAFTE) model.

models can be found in Jewett and Kronauer (1999) and Hursh et al. (2004) for CNPA and
SAFTE, respectively.'

The parameters in the biomathematical models can be manipulated, and the output they
generate can be scaled to empirical data, which helps to illustrate the ability of these models
to capture the dynamics of human performance in particular tasks. Van Dongen (2004) per-
formed a comparison of seven of these models, using least-squares optimal scaling to assess
the fit of the biomathematical models to several dependent measures for a set of fatigue pro-
tocols. In fact, one of the datasets used by Van Dongen (2004) was the 88 h TSD protocol
described above. Though the results of this evaluation showed promise, there are some
inherent limitations of this approach, including that the scaling process is done posthoc, it
relies on existing empirical data to drive the process, and it must be performed separately
for each dependent measure and task of interest. Of course, in many naturalistic contexts the
behavioral data are not available and may not be possible to collect. This exposes a major
drawback to these models, since those real-world contexts are precisely the situations and
tasks where quantitative predictions are the most valuable. More importantly, biomathemati-
cal models provide no insight regarding the cognitive mechanisms responsible for observed
declines in performance, effectively eliminating the ability to generalize the quantitative
predictions to other tasks, contexts, or dependent measures.

2.2. Cognitive architectures

In contrast to biomathematical models of human alertness, computational cognitive mod-
eling represents an approach to understanding human cognition that focuses explicitly on
producing performance predictions in particular tasks and contexts (e.g., Gluck & Pew,
2005; Ritter et al., 2003). Cognitive models have been developed in a variety of areas, pro-
viding insight into the basic information processing mechanisms that support human cogni-
tion and performance (e.g., Anderson, 2007; Gray, 2007; Newell, 1990; Ritter et al., 2003).
However, there have been only limited efforts within the cognitive modeling or behavior
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representation community to understand how those basic information processing mecha-
nisms are impacted by dynamic changes in alertness associated with sleep history and
circadian rhythms (see Gunzelmann & Gluck, 2008, for a review). In addition, in cases
where the impact of fatigue has been incorporated into such models, the predictions
typically have not been compared rigorously to empirical data (e.g., French, Morris, &
Hancock, 2003; Jones, Laird, & Neville, 1998).

To link the biomathematical models of alertness to a computational theory of cognition
involves determining which information processing mechanisms in the architecture are
impacted by decreased alertness, and how. A critical assumption of our approach is that fati-
gue causes existing mechanisms in the architecture to operate less effectively or efficiently,
which can be represented by changing their associated parameters. Using the biomathemati-
cal models to drive the dynamics of those parameters over time serves to embed a theory of
alertness in the architecture, allowing a model’s performance to vary as a function of time
awake and circadian rhythms. Besides allowing for the generation of in situ performance
predictions, using a cognitive architecture provides a window into the information process-
ing mechanisms in the cognitive system and how they may be affected by decreased alert-
ness. The next section describes the task we have used to develop our theory, as well as the
particular experimental study that provided the data we used to test the mechanisms.

3. Experimental protocol and task of interest

To evaluate the theory embodied in our computational model, detailed performance data
from human participants across a wide range of fatigue levels is needed. For this purpose, we
use the data from a study described in Doran et al. (2001), which measured human perfor-
mance on a set of tasks across 88 continuous hours of TSD. Participants were 13 healthy men
between the ages of 22 and 37 years with normal sleep habits. To ensure that participants had
established a common sleep schedule and that they were well rested, they were asked to
adhere to a set schedule involving 8 h sleep per night for 1 week prior to entering the lab, and
they were monitored for compliance using a combination of actigraph data, diary entries, and
time-stamped phone-ins. They entered the lab 3 days before the extended wakefulness period.
For each of the three nights preceding the 88 TSD, participants were given 8 h time in bed
(2330 to 0730) in a dark room. When they awoke at 0730 after the third night, they remained
awake for the next 88 h. During periods of wakefulness for the duration of the study, partici-
pants completed a battery of performance evaluation tasks, lasting approximately 30 min,
every 2 h. The tasks included in this battery were intended to assess various aspects of cogni-
tive functioning and performance. In the current research, we are concerned with performance
on one of these tasks, referred to as the psychomotor vigilance test (PVT).

3.1. Psychomotor vigilance test

The PVT is a sustained attention task developed to assess changes in human func-
tioning as a consequence of fatigue (Dinges & Powell, 1985). The task has been
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extensively validated to be sensitive to fatigue from partial and total sleep loss, as
well as circadian misalignment (Dorrian et al., 2005). The task measures vigilant
attention by requiring participants to monitor a known location on a computer monitor
for a stimulus. When the stimulus appears they react to it by pressing a button.
Human performance on the PVT changes systematically in response to variations in
alertness (Dinges & Powell, 1985), as characterized by the biomathematical models
described above. In fact, changes in PVT performance follow a similar qualitative pat-
tern as has been identified in other dependent measures, like response times for solv-
ing simple addition and subtraction problems (Van Dongen et al., 2001; Van Dongen
& Dinges, 2005), and physiological measures like core body temperature and hormone
levels (e.g., el-Hajj Fuleihan et al., 1997; Khalsa, Jewett, Duffy, & Czeisler, 2000). In
addition to its sensitivity to sleep and circadian-based fatigue, the PVT is commonly
used because of its procedural simplicity and the consistency of individual perfor-
mance apart from systematic changes associated with fatigue (e.g., Gunzelmann,
Moore, Gluck, Van Dongen, & Dinges, 2008).

In the experiment conducted by Doran et al. (2001), the interstimulus interval for the
PVT varied randomly (according to a uniform linear distribution) between 2 and 10 s after
the previous response. The stimulus consisted of a counter that displayed the number of mil-
liseconds elapsed since trial onset. Participants were asked to respond as quickly as possible,
but to avoid making any false starts (responding before the stimulus appeared). After each
response, participants were given feedback about how long it took them to respond (i.e., the
number of milliseconds on the counter). Each session lasted approximately 10 min and was
performed once every 2 h as part of the battery of tasks in the study. Thus, each of the 13
participants completed 44 separate 10-min PVT sessions during the period of extended
wakefulness. Each session consisted of approximately 60 to 90 trials, depending on the
duration of reaction times.

3.2. Human performance on the psychomotor vigilance test

To characterize PVT performance, reaction times are typically categorized into one of
four groups: false starts, alert responses, lapses, and sleep attacks. In the data we present,
false starts are defined as responses before the stimulus appears, or within 150 ms of stimu-
lus onset.” Based on the original study, responses between 150 ms and 500 ms are identified
as alert responses, reflecting response times associated with appropriately noticing the onset
of the stimulus and eliciting a response. Reactions to the stimulus that took longer than
500 ms (up to 30 s) were considered lapses, suggesting that some interruption or delay in
the response process interfered with responding optimally. Finally, there are some occasions
where participants failed to respond even after 30 s. These are classified as sleep attacks. In
Doran et al. (2001), trials were halted at this point and participants were alerted by a beep
from the computer to alert them for the beginning of the next trial. Throughout the experi-
ment, participants were monitored behaviorally and ‘‘repeatedly admonished to perform to
the best of their ability’’ (Doran et al., 2001, p. 256), to ensure they maintained motivated
effort during all PVT sessions. One reason for the monitoring was to make certain that
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participants’ eyes were open and looking at the monitor throughout each session. Thus,
lapses and, to a greater extent, sleep attacks appear to represent major breakdowns in cogni-
tive processing.

Under increasing levels of fatigue, performance can be characterized as becoming pro-
gressively more variable from stimulus to stimulus (Doran et al., 2001). In general, the dis-
tribution of responses tends to shift to the right, producing three characteristic effects
(Fig. 2). There is a decrease in the proportion of alert responses, with a small corresponding
increase in median reaction time for responses in this category. Along with this shift, there
is an increase in lapses, suggesting that participants’ vigilant attention is unstable and fre-
quently interrupted. As sleep loss becomes severe, there is often a small but notable increase
in the proportion of trials classified as sleep attacks. Sleep attacks are important because
their increased prevalence, though small on average, illustrates a dramatic breakdown in
information processing activity. In conjunction with these three effects that illustrate a gen-
eral trend to longer responses, the prevalence of false starts as a proportion of responses
increases as well.

Performance decrements on the PVT reflect a common perspective on the causes of
fatigue-related decrements in performance, specifically that they stem from a combination
of cognitive slowing and lapses in cognitive performance (e.g., Dinges & Kribbs, 1991;
Horne, Anderson, & Wilkinson, 1983; Kjellberg, 1977; Lisper & Kjellberg, 1972; Wilkin-
son, 1968). From this perspective, the shift to the right in the distribution of alert responses
is hypothesized to result from a slowdown in cognitive and/or perceptual-motor processes,
leading to longer execution times for the task. The increases in lapses and sleep attacks are
attributable to more frequent and longer lapses in cognitive performance (Williams, Lubin,
& Goodnow, 1959), lasting from seconds to tens of seconds. This latter phenomenon has
also been cast as evidence for *‘state instability’” (Doran et al., 2001). In this view, increased
fatigue results in ‘‘a fundamentally unstable state that cannot be characterized as either
fully awake or asleep; that fluctuates within seconds; and that can rapidly progress to
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Fig. 2. Human performance on the psychomotor vigilance test across 88 h of total sleep deprivation (TSD),
averaged over each day for the protocol (n = 13).
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physiological sleep if not resisted’” (Doran et al., 2001; p. 264). Finally, the increase in
False starts has been attributed to attempts at compensation leading to unintentional
responses before the target appears (e.g., Doran et al., 2001; Horne & Pettitt, 1985).

4. Task model and Fatigue mechanisms

In this section, we present a model to perform the PVT and a set of mechanisms to
account for changes in performance associated with fatigue. The model is available online
as supplementary material for the article, which can be accessed here: http://www.
cogsci.rpi.edu/CSJarchive/supplemental/index.html. The mechanisms reflect a variation of
the lapse and state instability views of fatigue, combined with a mechanism to represent
attempts to compensate for the negative impact of decreased alertness. Our variation of laps-
ing/state instability only differs in that the state of our model fluctuates within tens of milli-
seconds, not seconds as proposed by Doran et al. (2001). With this minor adaptation of the
theory, we have found it unnecessary to posit a separate cognitive slowing mechanism to
accurately account for changes in human behavior on the PVT, as has been proposed in the
past (e.g., Dinges & Kribbs, 1991; Doran et al., 2001). The model is described in this sec-
tion, followed by an illustration of how it captures the changes in human performance on
the PVT over the course of 88 h without sleep. In the general discussion, we use the model
to assess the prospects for developing a comprehensive account of fatigue within a cognitive
architecture, and discuss future research aimed at that general objective.

4.1. Adaptive control of thought-rational

We use the adaptive control of thought-rational (ACT-R) cognitive architecture in this
research to represent a theory of the mechanisms of human cognition (Anderson et al.,
2004). It is a theory of human cognition that has been implemented as a running simula-
tion (Anderson et al., 2004). Models developed using ACT-R have been used to provide
quantitative accounts of human performance across a broad range of tasks and research
areas (see Anderson & Lebiere, 1998, for a review of some of these). At its core, ACT-R
is a production system, with a number of specialized modules linked to it. The production
system is serial, representing cognition as a sequence of recognize-decide-act cycles. On
each cycle, all productions are compared against the state of the system, represented by
the contents of a set of buffers containing memories, goals, and perceptions. From the set
of productions matching the current state, a single production is selected (using an
expected utility function described below) and then executed (fired). This process results
in some modification to the state (a change in one or more buffers), and potentially an
action (such as pressing a key or shifting visual attention). Once a cycle has completed,
the process begins again with the new system state.

The buffers in ACT-R serve as the interface between specialized processing modules
and the central production system. For example, there are modules for vision, motor
action, and declarative memory. Activity in the modules is driven mostly by requests
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passed by the production system through the buffers. The results of the processing in the
modules are deposited back in the buffers, where they can be accessed by central cogni-
tion. Like the central production system, each module operates in a serial manner—each
module can only process a single request at a time, and each buffer can only hold a
single piece of information (chunk) at a time. Still, there is parallelism in ACT-R, since
all of the modules are able to operate simultaneously. A schematic view of the current
architecture is presented in Fig. 3.

There are a number of particular features of ACT-R that facilitate the development of a
computational account of fatigue. First, ACT-R has perceptual and motor modules, which
allow it to interact directly with computer-based tasks. In the case of the PVT, this is essen-
tial since human performance relies extensively on perceptual-motor processes. Second,
ACT-R’s symbolic level of representation is supported by an underlying subsymbolic layer,
which instantiates neural-like computations that give ACT-R the ability to show graded
variations in behavior. Graded degradations are typically what are observed in humans
under conditions of fatigue (e.g., Fig. 2; Lee & Kleitman, 1923). Third, Anderson et al.
(2004; Anderson, 2007) provide a mapping of ACT-R mechanisms to brain regions (see
Fig. 3), which is supported by extensive research. While this mapping is still an active area
of research, the theoretical commitment to linking cognition and neuropsychology provides
a natural link between ACT-R and existing research on fatigue, which has examined in
detail the brain’s response to sleep deprivation (e.g., Drummond & Brown, 2001;
Drummond et al., 2000, 2001; Habeck et al., 2004; Portas et al., 1998; Thomas et al., 2000).
Next, we describe some of ACT-R’s mechanisms in more detail, and then discuss how we
are manipulating those mechanisms to account for the deleterious effects of fatigue on
human performance on the PVT.

Intentional Module Declarative Module
(Not identified) (Temporal/Hippocampus)
Goal Buffer Procedural Module Retrieval Buffer
(DLPFC) (Basal Ganglia/Thalamus) (VLPFC)
Manual Buffer Execution (Thalamus) Visual Buffer
(Motor) (Parietal)
] i
Manual Module Visual Module
(Motor/Cerebellum) (Occipital, etc.)

Fig. 3. Schematic illustration of the adaptive control of thought-rational cognitive architecture, including
proposed mapping to brain regions. In the figure, VLPFC refers to ‘‘Ventrolateral prefrontal cortex’’ and DLPFC
stands for ‘‘Dorsolateral prefrontal cortex.”’
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4.2. A model for the psychomotor vigilance test

For ACT-R to perform any given task, it is necessary to construct a model containing the
knowledge needed to accomplish it. For the PVT, the knowledge is straightforward, because
at any point in a trial there is a single correct action that can be taken. During the delay
period, the correct action is to wait. Once the stimulus has appeared, the model must
first recognize its presence, and then make a key press to respond. In the model, there are
individual productions that execute each of these actions at appropriate points in the task:

1. The first production (wait) explicitly waits during the delay.

2. The second production (attend) shifts attention to the stimulus.

3. The third production (respond) executes a key press once the stimulus has been
attended.

The conditions of these productions constrain them to fire only when they are appropriate,
based on the model’s representation of the current state of the trial. Thus, the wait produc-
tion only fires when nothing is visible on the screen, the attend production fires only when
something is on the screen that has not been attended, and the respond production is
executed only when the stimulus has been attended. These productions allow the model to
correctly perform the task. The architectural mechanisms in ACT-R that control the timing
and execution of these processes result in performance that is consistent with alert human
performance.

These productions are nearly sufficient to enable the model to exhibit the full range of
human behavior that is observed in the PVT. However, because the respond production
requires that a stimulus be attended on the screen, it is unable to produce false starts. To cap-
ture these anticipatory actions, an additional production was included in the model, which
generates a key press regardless of whether the stimulus is present on the screen (press-key).
Randomly making a response represents a possible alternative approach to the task, albeit
highly ineffective. We recognize that there are other possible explanations for the occur-
rence of false start in the human data, such as diminished inhibitory control of planned
motor actions (e.g., Chua, Venkatraman, Dinges, & Chee, 2006), though there are data
suggesting the opposite effect (e.g., Manganotti, Palermo, Patuzzo, Zanette, & Fiaschi,
2001). We have chosen to implement the alternative described here to minimize the modifi-
cations to the ACT-R architecture itself.

The four productions represent the procedural knowledge implemented in ACT-R to per-
form the task. In addition to this, only a single chunk of declarative knowledge is needed.
This chunk represents the task in the goal buffer that is part of ACT-R’s intentional module.
In essence, this chunk establishes the task context (i.e., ‘‘do the PVT’") and enables ACT-R
to do the minimal amount of tracking of the task state that is required (e.g., noting when a
response has been made and preparing for the next trial). The knowledge in the model does
not change as a function of fatigue. Instead, it is the availability of that knowledge, or the
likelihood of it being used, that is altered as a consequence of sleep loss. This is consistent
with the effects of fatigue on human cognition and performance. In the case of the PVT, this
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applies specifically to the application of production rules to performing the task. ACT-R’s
subsymbolic procedural mechanisms influence the availability and use of procedural knowl-
edge, providing a means of manipulating this process to produce graded changes in the
model’s performance. The set of mechanisms we propose in our account is the focus of the
next subsection.

4.3. Computational mechanisms for fatigue

The research presented here describes the first step in the process of identifying informa-
tion processing mechanisms that are impacted by fatigue, which is to address this challenge
in the context of a specific task that avoids much of the complexity associated with more
dynamic, naturalistic tasks (i.e., the PVT). The mechanisms described here represent the
outcome of a process that included consideration of psychological theory (e.g., Dinges &
Kribbs, 1991; Doran et al., 2001; Heuer, Kleinsorge, Klein, & Kohlisch, 2004; Williams
et al., 1959), neuropsychological data from the literature (e.g., Portas et al., 1998; Wu et al.,
1991), as well as theoretical commitments that have guided the development of ACT-R
(Anderson et al., 2004). The first constraint, however, is the task itself. Cognitively, the
PVT relies on perceptual and motor activities, and taxes the selection and execution of
procedural knowledge in ACT-R, which is driven by the production execution cycle. Thus,
manipulations to many existing parameters, for instance within the declarative memory
module, would have no impact on the model’s performance, However, the production cycle
is critical since a rapid sequence of operations, driven by production firings, is needed to
produce a fast response. Thus, our account focuses on this component of ACT-R, which is
shown at the center of Fig. 3.

4.3.1. Decreased alertness

To constrain our search for parameters in the production execution cycle, we used exist-
ing neurophysiologic and psychological research on fatigue to identify particular compo-
nents of this process likely to be impacted by changes in alertness. Prior research in ACT-R
has identified a parameter used in the selection phase of the production cycle as being
related to ‘‘arousal’’ or ‘‘motivation’” (Belavkin, 2001; Jongman, 1998). Production selec-
tion occurs once productions that match the current system state have been identified. The
selection process is controlled by calculating an expected utility (U) for each candidate pro-
duction (i) and selecting the production that has the highest utility. The equation for
expected utility in ACT-R is:

U,':PiG—C,'+8

In this equation, P; represents the probability that the goal will be achieved with production
i (ranging from O to 1), and C; represents the anticipated cost of achieving the goal, should
that production be fired. We use the default value of 50 ms for C; for all productions, which
corresponds to the well-established default cognitive cycle time in ACT-R (e.g., Anderson
et al., 2004; Anderson & Lebiere, 1998). Noise (¢) is added to the calculation of utility to
produce stochasticity in the selection process. It is selected from an approximately normal



G. Gunzelmann et al./Cognitive Science 33 (2009) 891

distribution with a mean of 0 and a standard deviation of approximately 0.453, based upon a
commonly used noise parameter in ACT-R.? The parameter G is the one used by Belavkin
(2001) and Jongman (1998) to represent motivation or arousal, and which is conceptualized
as alertness in the current work. The only constraint on G is that it must be positive, but it
has been cast as ‘‘the value of the goal’” in seconds, which provides some practical con-
straint on values. The lower bound on U, then, is —C (when P; = 0 or as G approaches 0).
There is no explicit upper bound.

Though we manipulate the same parameter, the ways in which manipulations to G impact
the model’s performance are different in some respects relative to previous ACT-R models.
For instance, Jongman (1998) decremented G to represent decreasing motivation. The con-
sequence of this was to increasingly bias the utility mechanism to lower cost options. In
Jongman’s model, this produced a strategy shift to alternatives that were lower in cost, but
less effective. This idea corresponds with findings from the sleep research community,
where similar transitions have been observed (e.g., Horowitz, Cade, Wolfe, & Czeisler,
2003). This process is related to the likelihood of producing a false start as a consequence of
the press-key production firing in the PVT model. In the model, P; = 0 for the press-key pro-
duction, reflecting the idea that it is very unlikely to lead to success on the task. For each of
the other productions, which are appropriate actions for the task, P; was set to the default
value of one. The consequence of this is that decrements to G have no impact on U; for the
press-key production because P; = 0. However, decrements to G do produce lower U;-values
for the other productions. Thus, one consequence of reduced alertness in this model (lower
G-values) is that ACT-R is less able to discriminate between the appropriate wait production
and the less-appropriate press-key production during the delay period, leading to a higher
probability of producing a false start.

In contrast to Jongman’s work, Belavkin (2001) decremented G continuously as a model
performed a task to account for ‘‘giving-up’’ behavior. In ACT-R, the utility (U;) of the
selected production must exceed the utility threshold, 7,, to be executed. In Belavkin’s
work, when G was reduced to a level where no productions exceeded 7,,, the model stopped
running and effectively gave up on the task. However, whereas participants in Belavkin’s
work eventually gave up, participants in sleep deprivation studies report being motivated
and trying to perform the tasks (e.g., Doran et al., 2001), despite being unable to maintain
performance as sleep deprivation increases. To allow ACT-R to persevere despite low levels
of alertness, we modified the production cycle in ACT-R slightly to allow the system as a
whole to continue operating despite the occurrence of cycles where no productions exceed
T,. In our modification, this situation produces a ‘‘micro-lapse,”” which lasts for the duration
of an ACT-R cognitive cycle (50 ms, plus noise*). Following a micro-lapse, a new produc-
tion cycle is initiated. The noise (¢) added to the utility computation for each production on
each cycle makes it possible for a micro-lapse to be followed by a cycle in which a produc-
tion successfully fires. Isolated micro-lapses are responsible for the small increases reaction
times for the task. Longer sequences of micro-lapses generate more substantial delays
(lapses), or even complete failures to respond (sleep attacks).

Micro-lapses represent an implementation of the state instability view of fatigue, with the
model transitioning between wakefulness and what amounts to sleep (micro-lapses) in rapid
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succession. As noted above, however, our account involves transitions that are potentially
much more frequent (each cognitive cycle, or approximately 50 ms) as compared to the pre-
vailing view in the sleep research community (lapses lasting at least several seconds; Dinges
& Kribbs, 1991; Doran et al., 2001; Williams et al., 1959), although the possibility of very
brief lapses in cognitive processing has been considered by some (e.g., Heuer et al., 2004).
This is why we refer to them as ‘‘micro-lapses’ in our model. In this view, PVT lapses and
sleep attacks are the result of long sequences of micro-lapses, rather than monolithic break-
downs in cognitive performance.

The value of G is reduced as sleep deprivation increases to represent decreased alertness.
However, the range of human performance within each session suggests that a person’s level
of alertness varies within trials and sessions as well. To capture this, we decrement G within
a trial (by a small, prespecified unit) after each micro-lapse. The idea here is that a lapse in
cognitive processing provides an opportunity for alertness levels to decrease even further,
representing the process of falling asleep. This small drop in G means that it is more likely
that a micro-lapse will occur on the subsequent cycle. Across a series of such cycles, it grad-
ually becomes very unlikely that a response to the stimulus will be made, which contributes
to the occurrence of lapses and, ultimately, sleep attacks. Another way of stating this is that
experiencing a micro-lapse (a transition into a sleep state) increases the likelihood of
remaining in that state or transitioning back into that state at a later point in the trial. This
reflects the view that state instability ‘‘can rapidly progress to physiological sleep if not
resisted’” (Doran et al., 2001, p. 264). To complete the model description, a mechanism to
represent resistance to sleep (i.e., compensation) is described next.

4.3.2. Compensation for reduced alertness

The final component of our account relates to the utility threshold (7). There is converg-
ing evidence to suggest a role for this parameter in compensatory behavior in sustained
attention tasks like the PVT. First, T, is critically related to production execution in ACT-R.
Changes to T, affect the probability that the selected production will be fired on a given cog-
nitive cycle. Thus, reducing 7, can serve as a compensatory mechanism by allowing produc-
tions with lower utilities to fire, which can offset some of the negative effects of lower
G-values. ACT-R’s production rules have been hypothesized as being instantiated in the
cortico-striatal-thalamic loop (e.g., Anderson, 2007; Anderson, Fincham, Qin, & Stocco,
2008), with production execution relying on the thalamus (Anderson et al., 2004). This theo-
retical link can be combined with empirical evidence on fatigue, which shows evidence for
compensatory behavior in response to decreased alertness, both behaviorally and neurophys-
iologically (e.g., Chee & Choo, 2004; Chua et al., 2006; Doran et al., 2001; Drummond,
Brown, Salamat, & Gillin, 2004; Drummond et al., 2000; Portas et al., 1998). The research
illustrates that efforts at compensation can help to insulate individuals from some of the per-
formance decrements associated with decreased alertness for short periods (e.g., Drummond
et al., 2004; Portas et al., 1998; Thomas et al., 2000) but may also lead to distinct changes in
performance, like the increased occurrence of false starts in the PVT (e.g., Doran et al.,
2001). Importantly, researchers have associated this compensation process with the thala-
mus (e.g., Portas et al., 1998). In discussing changes in activity found in the thalamus, Portas
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et al. (1998) concluded, ‘“This process may represent a sort of compensatory mechanism...
We speculate that the thalamus has to ‘work harder’ in conditions of low arousal to achieve
a performance that is equal to that obtained during normal arousal’” (Portas et al., 1998,
p. 8987).

Reflecting these findings, compensation is represented in our model by decreasing the
value of T,,. With a lower threshold, it is easier for productions to fire, since lower values for
U; will still exceed T,. Thus, it becomes more likely that the appropriate action will occur
given a particular level of alertness. As we describe next, however, this compensatory mech-
anism has the secondary effect of increasing the likelihood of executing the inappropriate
action as well, contributing to the increase in false starts. In addition to the correspondence
with neurophysiologic data, this relationship is aligned with the explanation for increased
false starts under sleep deprivation reported by Doran et al. (2001).

5. Evaluating the model and mechanisms
5.1. Impact of proposed mechanisms

As an initial evaluation of the model, its behavior is compared to the empirical data
shown in Fig. 2. The corresponding model data is presented in Fig. 4. This figure illus-
trates the capacity for the model to capture the four primary phenomena of interest in
the PVT. Specifically, the model produces more false starts, lapses, and sleep attacks,
combined with increased median reaction times for alert responses, as sleep deprivation
increases. The magnitudes of these effects in the model are also similar to those seen
in the empirical data. The overall correspondence between the data in the two figures
is quite good (r = .99, RMSD = 0.0047), which further supports the theoretical account
instantiated in the model.
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Fig. 4. Adaptive control of thought-rational model capturing the four phenomena of interest in the psychomotor
vigilance test, averaged over each day for the protocol.
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The data shown in Fig. 4 illustrate the sufficiency of the mechanisms in the model
for accounting for the performance decrements in humans under conditions of fatigue.
To produce these performance predictions, we explicitly manipulated G, T,, and the
magnitude of the decrement imposed on G as a consequence of a micro-lapse. The
best-fit values for G and 7, for each day of the study are presented in Table 1 based
upon the root mean squared deviation (RMSD) between the model’s performance and
the human data shown in Fig. 2. The G-values in Table 1 represent the ‘‘starting val-
ues’” for G on each trial to model human performance for the particular day of the
study. From these starting values, G was decremented as a consequence of micro-lapses.
The magnitude of this decrement was kept constant across all days at 0.035. In the most
extreme cases, G was reduced to a minimum of 0.0001 after a series of micro-lapses,
due to the ACT-R constraint that G remain positive. Once this value was reached, G
was maintained at this level until the start of the next trial (at which point it was reset
to the starting value based upon the day, as listed in Table 1). Next we describe the
model’s explanation for the changes observed in each of the four dependent measures
of interest.

5.1.1. False starts

False starts in the model increase as a consequence of the interaction of two processes.
As noted above, lower G-values decrease the discriminability between the appropriate
action (wait) and the inappropriate one (press-key) since changes to G do not impact U; for
press-key. The more influential mechanism, however, is the reduction of T, to reflect com-
pensation, because this manipulation makes it more likely that U; will rise above T, for the
press-key production. Thus, our explanation for the rise in false starts is that it is partly an
outcome of decreased alertness, but that it is primarily an unintended consequence of
attempts by individuals to compensate for worsening performance. An earlier version of the
model that does not incorporate compensatory reductions in 7, presented in Gunzelmann,
Gluck, Van Dongen, O’Connor, and Dinges (2005), illustrates this. While the performance
of the model overall was in line with human performance, it failed to capture the magnitude
of the increase in false starts. Fig. 4, in contrast, shows that the model with this compensa-
tory mechanism captures the effect quite well.

Table 1
Best-fitting parameter values for G and T, for capturing the impact
of fatigue after 0, 1, 2, and 3 days of TSD

Day G Tu
Baseline (0 days TSD) 1.98 1.84
Day 1 TSD 1.80 1.78
Day 2 TSD 1.66 1.70
Day 3 TSD 1.58 1.64

Notes: TSD, total sleep deprivation.
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5.1.2. Increased median reaction times

Longer alert reaction times in human performance on the PVT are a major piece of evi-
dence used to argue for cognitive slowing in response to decreased alertness (e.g., Dinges &
Kribbs, 1991). However, generalized slowing is unnecessary for explaining changes in med-
ian reaction time on the PVT in our model. The shift in median reaction time in the model
actually arises because of the immediate impact of lower values of G on the model’s perfor-
mance, which results in a decreased probability of successfully responding to the stimulus at
the first opportunity after it appears. That is, the probability of a micro-lapse increases for
the cognitive cycle immediately following the presentation of the stimulus. A similar idea
has been raised in the sleep research community as an alternative to general cognitive slow-
ing (e.g., Heuer et al., 2004). In the model, the effect is compounded by the decrements that
are made to G when micro-lapses occur. The consequence for alert responses is that the
overall proportion decreases, and the distribution is increasingly skewed toward longer
responses (see Fig. 4), resulting in an increase in median reaction time within the alert
response range.

5.1.3. Increased likelihood of lapses and sleep attacks

Lower values for G have the initial impact of decreasing the probability of the fastest
alert responses. However, as G is decremented during the course of a trial, it becomes
increasingly unlikely that a response will be made at all, which extends the tail of the
response distribution in the model. The consequence is that a higher proportion of responses
become lapses. In extreme cases, G is decremented to its lowest possible value and the
appropriate productions for completing the task fail to fire for 30 s, producing sleep attacks.
This does not happen frequently in the model, but the increase is similar to the increase
observed in humans (Fig. 4).

5.2. Integrating biomathematical models with ACT-R

Fig. 4 shows the general ability of the mechanisms we have proposed to capture perfor-
mance characteristics related to fatigue at the granularity of whole days. In this section, we
evaluate the viability of the model in more detail by examining the human data at the level
of individual sessions, which reflects the impacts of both sleep deprivation and circadian
rhythm on human performance.

5.2.1. Using biomathematical models to predict parameters

Using biomathematical models, quantitative conclusions regarding human behavior are
only possible by scaling the output to existing performance data using regression techniques
to align the predictions with the observed data. As an alternative to this approach, we used
the biomathematical models to constrain the dynamics of changes to parameter values in
ACT-R (G and T,) to capture performance changes across the sleep deprivation protocol.
We applied the same technique in parallel using CNPA and SAFTE. We began by identify-
ing the best and worst sessions in the human performance data, based upon the average
rank-orderings of performance on each of the dependent measures of interest in the data.
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Using this criterion, the best human performance was observed at 1200 on the baseline day,
while the worst performance was at 0600 following the third without sleep. Because of the
lack of relevant prior research to draw upon for estimating parameter values, the process
began by explicitly fitting the data for those two sessions by manipulating the G and T,
parameters in ACT-R. The decrement applied to G as a consequence of a micro-lapse was
maintained at 0.035, which was estimated in generating the model fits shown in Fig. 4 to the
aggregate human data shown in Fig. 2. For all evaluations, fit was assessed using RMSD
values comparing the model to human data based upon binning the data for individual
sessions, as illustrated in Figs. 2 and 4 for whole days. The best-fitting parameter values,
along with the resulting correlations and RMSD for those two sessions are shown in Table 2.

Table 3 presents the minimum and maximum alertness values predicted by the two
biomathematical models for the 88 h TSD period. We used these values in conjunction with
the best-fitting parameter values in Table 2 to generate a function to map between the two. To
simplify the process of integrating the predictions of the biomathematical models with
ACT-R parameters, we assumed a linear relationship between them. Thus, by using the best-
fitting ACT-R parameter values from just two sessions, we were able to derive values for G
and T, for all 44 sessions by using a simple linear scaling.” As described above, G and T, both
decrease with lower levels of alertness, reflecting lower levels of alertness and increasing

Table 2
Parameter values involved in estimating linear functions to map biomathematical model
predictions of alertness to G and T, values in ACT-R (TSD)

Best-Fitting

Parameters Fit to Human Data

G T, r RMSD
Best performance (day 0 @1200) 2.12 1.94 93 0.035
Worst performance (day 3 @0600) 1.52 1.60 .99 0.021

Notes: ACT-R, adaptive control of thought-rational; TSD, total sleep deprivation;
RMSD, root mean squared deviation.

g?:(ifcfed range of alertness across 88 h of TSD for the CNPA and SAFTE models
CNPA (Ranges From 0-1) SAFTE (Ranges From 0-100)
Highest alertness 0.950 (1800, baseline day) 99.87 (2000, baseline day)
Lowest alertness 0.375 (0800, day 3 TSD) 15.17 (0400, day 3 TSD)
CNPA SAFTE
Equation for G Gy = 1.52 4 [(45225) x 0.60] Gy = 1.52 + [(455) x 0.60]
Equation for Tu (Tu)s = 1.60 + [(458:27) x 0.34] (Tu)s = 1.60 + [(15") x 0.34]

Notes: TSD, total sleep deprivation; CNPA, Circadian Neurobehavioral Performance and Alertness; SAFTE,
Sleep, Activity, Fatigue, and Task Effectiveness.
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efforts at compensation, respectively. Consequently, we can apply the same approach to
deriving values for both G and T,,. To calculate G for session s, we used the equation:

Ay — A
6. =G+ (3 x 6

where G, is the best-fit value for G for the worst observed human performance. A; is the
predicted level of alertness for session s, while A, is the minimum predicted alertness value
in the protocol and A, is the range in predicted alertness values in the protocol. Finally, G, is
the range of G (the best-fit G-value for the session with the worst human performance sub-
tracted from the best-fit value at the observed high point). This accomplishes a simple linear
mapping between biomathematical model predictions of alertness and values of G within
ACT-R. The same approach was used to predict T, for session s:

(=) + | (B 52) (1)

where (7)), is the range of T, (once again, the best-fitting value at the observed performance
peak minus the best-fitting value at the observed low point in human performance) and
(T,) is the best-fitting value for T, for the session where participants performed worst. The
equations for each parameter using each biomathematical model are included in Table 3.

Using the equations in Table 3 and the predicted alertness values from the biomathemati-
cal models, we generated a predicted value for G and for 7, for each session in the experi-
mental protocol. Fig. 5 shows the predicted values of G and T, for both CNPA and SAFTE
across the protocol. Because of stochasticity in the model, it was run using these parameter
values through 250 simulated 10-min PVT sessions to obtain stable performance predic-
tions. This produced two sets of model results for each of the 44 experimental sessions: one
for the model using parameter values derived from CNPA, and one using parameter values
estimated using SAFTE.

5.2.2. Integrated model performance

For each session in the experiment, we considered the four crucial performance phe-
nomena associated with the PVT (described above): false starts, lapses, and sleep attacks
measured in proportion of responses, and alert responses measured as median alert reaction
time for responses between 150 ms and 500 ms. We compared each of these measures for
each of the 44 human data points, giving 176 points of comparison (44 test sessions X 4
measures) for the model predictions. In addition, we performed these comparisons for the
model based on parameter values prescribed by each of the biomathematical models.
Table 4 shows qualitative () and quantitative (RMSD) fit of the model to the human data.
Fig. 6 illustrates the model’s performance and human data for each of the dependent mea-
sures. The correspondence between the model and human performance is quite good given
the variability of the human data, with correlations ranging from 0.70 to 0.88. RMSDs are
also relatively low. Before concluding, we briefly consider several alternative conceptual-
izations of the impact of fatigue on cognitive performance in the context of ACT-R and
the PVT.
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(CNPA) (A) and Sleep, Activity, Fatigue, and Task Effectiveness (SAFTE) (B) across 88 h of total sleep depri-
vation (TSD).

5.3. Potential alternative mechanisms

Our modeling results help to demonstrate that the theoretical account is consistent with
the available evidence concerning how fatigue exerts its influence on human performance
in the PVT. However, we have also considered alternative accounts based upon existing
theories in the sleep research literature (e.g., Bratzke, Rolke, Ulrich, & Peters, 2007; Din-
ges & Kribbs, 1991; Horowitz et al., 2003). Whereas the performance of the model illus-
trated below speaks to the sufficiency of the mechanisms it embodies, the limitations of
alternative accounts briefly considered here add further support to the model we have
developed.

5.3.1. Increased cognitive noise
Increased levels of fatigue result in increased variability in human performance on the
PVT (e.g., Fig. 2; Doran et al., 2001). A direct way of instantiating this in ACT-R would be
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Table 4

Comparison of correlation data (»r and RMSD) for each of the four principal measures of performance. For false
starts, lapses, and sleep attacks, the unit is proportion of responses; for median alert reaction time, the unit is
milliseconds

ACT-R Model Fit to Human Data

CNPA-Based Parameters SAFTE-Based Parameters

r RMSD r RMSD
False starts 72 0.023 78 0.023
Median alert time reaction .76 11.69 ms .70 11.99 ms
Lapses .88 0.052 .81 0.067
Sleep attacks 77 0.008 .82 0.007

RMSD, root mean squared deviation; ACT-R, adaptive control of thought-rational; CNPA, Circadian Neuro-
behavioral Performance and Alertness; SAFTE, Sleep, Activity, Fatigue, and Task Effectiveness.

to increase noise within ACT-R’s production system (¢ in the utility equation). Indeed,
increasing noise can result in more instances of false starts and longer reaction times to the
stimulus. However, in the context of ACT-R’s production cycle, this explanation is sharply
limited. Specifically, increased levels of noise can reduce the likelihood of performing the
appropriate action to chance levels, but not lower. In the production system, this means
that increased noise will make production selection and execution more variable for each
cognitive cycle, which occur at approximately 50 ms intervals throughout the task. Thus,
the primary impact of higher noise values on the model is to increase the likelihood that a
false start will occur, since there will be an average of 40-200 cognitive cycles during the
2-10 s delay period. Each cycle provides an opportunity for the model to execute the inap-
propriate action, and noise increases the likelihood that the inappropriate action will be exe-
cuted on each occasion. In addition, the likelihood of a lapse increases only modestly
because noise will not adequately suppress the appropriate actions. Indeed, the likelihood of
a sleep attack remains essentially unchanged since increasing randomness in the production
cycle makes it quite likely that a response will be made at some point in the 30 s following
the stimulus onset (approximately 600 cognitive cycles). Thus, the impact of noise on the
model’s performance is uncharacteristic of observed changes in human behavior on the
PVT.

5.3.2. Cognitive slowing

The production system in ACR-R has a default time for cognitive actions to be performed
(i.e., for productions to be executed), which is 50 ms. An alternative that was mentioned
above is that one impact of fatigue is to increase how long cognitive actions take to perform
(e.g., Bratzke et al., 2007; Dinges & Kribbs, 1991), which can be instantiated in ACT-R by
increasing the cognitive cycle time parameter. This hypothesis is typically used to explain
effects like the small shift in median reaction time that is observed in the PVT. Unfortu-
nately, by itself cognitive slowing has no way to simultaneously increase the occurrence of
false starts, lapses, or sleep attacks. For cognitive processing to be slowed to the point where



900 G. Gunzelmann et al./Cognitive Science 33 (2009)
(A) ;s [ Baseine T 1DayTsD | 2DavsTsD 3 Days TSD (B)., | Baselne 1DavTSD 2Davs TSD 3Davs TSD
—Human False Starts
340 w
= ACT-R (W/CNPA) - False Starts
_020 5330 7 )i
c ACT-R (W/SAFTE) - False Start:
g (Wi ) - False Starts E. 7 \ ” l
s 5
8-0‘15 =310 J J\rl J J
< 5300 4l
2 J 3 L X | |
§0.10 7R 290
@ Y | i I
) il I <280
< % —Human Median RT
1L 0.05 1 © 270
7 T = = ACT-R (W/CNPA) - Median RT
A0 g S - 260
< ACT-R (W/SAFTE) - Median RT
0.00 250
ST PRI ZETYLIILIBBIERNREI CTPILRIZETLLIILTELZIERNRLRES
Time Awake (Hrs) Time Awake (Hrs)
(C) 045 Baseline 1 Day TSD 2 Days TSD 3 Days TSD (D)o o Baseline | 1 Day TSD | 2 Days TSD 3 Days TSD
——Human Sleep Attacks
0.40 0.08
. == ACT-R (W/CNPA) - Sleep Attacks
0.35 5007
= [ © ACT-R (W/SAFTE) - Sleep Attacks
(s}
2030 7 }\T 80.06
o T e
S0.25 4 W @005
o [}
=0.20 3
2 A\, J §0.04
20.15 I l <003
© o
010 MJ / J —Human Lapses 8002
& —= ACT-R (W/CNPA) - Lapses o
el R ACT-R (WISAFTE) - L oo | [ u.l
-R (wi - Lapses [ ‘
0.00 0.00 LIJU L}x LN 1\%‘ ‘ ‘ ‘Y‘ TH’

Q © N

o o

P R P E A
Time Awake (Hrs)

R g R & R IR S S S RS 1

Time Awake (Hrs)

S & AV R

Fig. 6. Model predictions and human performance for the four phenomena of interest in the psychomotor vigi-
lance test across 88 h of sleep deprivation: (A) False starts, (B) Median alert response time, (C) Lapses, and (D)
Sleep attacks.

sleep attacks were occurring would require cycle times of many seconds. Such issues are
likely reasons why cognitive slowing is typically proposed in conjunction with the lapse
hypothesis to capture the range of changes that are observed in human performance as fati-
gue levels increase. A key contribution of our model is to demonstrate that cognitive slow-
ing does not appear to be necessary to capture the subtle changes in reaction time that are
observed on this task.

5.3.3. Increased noise and cycle time

Besides considering increased noise and cognitive slowing in isolation, one could hypoth-
esize that the dual-mechanism account could be instantiated by using cognitive cycle time
to produce cognitive slowing and noise to produce lapses in cognitive performance. Unfor-
tunately, this account does not overcome the limitations of the two perspectives in isolation.
With the probability of executing the appropriate action at chance levels, cognitive cycle
time would still have to increase to multiple seconds to produce an appreciable increase in
sleep attacks. And once again, false starts would increase dramatically before significant
changes in lapses were observed. Thus, the combination of these mechanisms in ACT-R
also fails to capture the observed trends in the human data.
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5.3.4. Compensation as the inverse of decreased alertness

Aside from alternative mechanisms for decreased alertness, alternatives for characterizing
compensatory efforts are possible as well. For instance, perhaps participants are successful
in their attempts at compensating for lower alertness, which would suggest that the
compensatory mechanism described by researchers serves to offset directly the negative
consequences of fatigue. Regardless of the set of mechanisms, this would serve only to
counteract the negative effects of decreased alertness. This idea, however, is clearly
unsupported. None of the potential mechanisms described here for reducing alertness are
able to produce increases in reaction times, lapses, and sleep attacks while capturing the
other key finding in the PVT, which is the increase in false starts over longer periods of sleep
deprivation. This has been described as being a side effect of efforts at compensation (Doran
et al., 2001), suggesting that compensation for fatigue does not simply ‘‘undo’’ the negative
effects but may have unintended consequences for cognitive performance, such as
increasing the occurrence of false starts in the PVT.

5.3.5. Optimal combination of plausible mechanisms

One final option is to consider how all of the plausible mechanisms identified here,
including the mechanisms in the model as well as cognitive noise and cognitive slowing,
could be combined to fit optimally the empirical findings. Although this may result in
quantitatively better fits, we demonstrate that the full set of mechanisms is not necessary to
capture changes in human performance on the PVT with relatively high accuracy. Thus, we
conclude that mechanisms and parameters in addition to what we propose currently repre-
sent unnecessary complications to the explanation of how cognitive processing changes
under conditions of fatigue. As we expand the breadth of this account, we will strive to
strike a balance between parsimony and explanatory power to produce a comprehensive
account of performance changes observed in humans.

In line with this aspiration, we note that it is mathematically possible to use a combina-
tion of the utility threshold (7;,) and cognitive noise (¢), without manipulating G, to obtain
model performance on the PVT that is essentially identical to the one described here (J. R.
Anderson, personal communication, June 10, 2008). Despite the formal equivalence, how-
ever, we believe that the set of mechanisms proposed above offers at least two advantages.
First, there is a straightforward theoretical mapping between the parameters that are manipu-
lated and alertness and compensatory effort, including support from neuropsychological
findings. Second, to capture the within-trial decrements that currently involve a constant-
magnitude reduction in G when a micro-lapse occurs, both 7, and ¢ would need to be
increased by different, exponentially increasing amounts. This would add both complexity
and parameters to the model.

6. General discussion

We have presented a computational account of the effects of sleep loss and circadian
rhythms on sustained attention performance. The mechanisms that underlie this account
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have been linked to both cognitive psychological and neuropsychological findings of the
effects of these factors on neurobehavioral performance. At first glance, this account may
appear complicated. In ACT-R, we have modified the default production execution cycle to
allow for micro-lapses, implemented a dynamic process for decrementing G over time, and
manipulated two global parameters to account for performance changes on the PVT. In
addition, we have incorporated biomathematical modeling predictions of alertness to drive
parameter changes. However, these mechanisms are rooted in straightforward theoretical
assumptions about the relationship between fatigue and cognitive functioning. In addition,
we have described several alternative theories, none of which are able to capture the com-
plex dynamics of human performance in this task in the context of our ACT-R model.

Fundamentally, we have made two proposals. One is that the global parameter G in ACT-R
can be associated with an overall level of alertness. The second is that compensation for
reduced alertness in ACT-R can be represented by decrementing 7,,, which makes it easier for
a given production to fire on any production cycle. The remaining components of the explana-
tion serve to tie those parameter manipulations to theoretical evidence gathered in research on
the effects of fatigue. This includes linking parameter changes to biomathematical models
that attempt to capture the systematic influence that time awake and circadian rhythms
have on overall cognitive functioning. This helps to connect our theory to the substantial liter-
ature that has documented the dynamics of those processes. The result is an account that is
consistent with existing research on fatigue and that provides a close fit to the empirical data.

The theory underlying the mechanisms we implemented provides a synthesis of two
related hypotheses in the sleep research community—the *‘state instability’’ hypothesis
(Doran et al., 2001) and the “‘lapse’” hypothesis (Dinges & Kribbs, 1991; Williams et al.,
1959). The state instability hypothesis suggests that fatigue results in increased pressure to
sleep, eventually causing uncontrolled switches into a sleep state. Relatedly, the lapse
hypothesis states that fatigued performance is characterized by lapses in cognitive process-
ing that delay performance and lead to errors in paced tasks (Dinges & Kribbs, 1991). The
micro-lapses in our account can be interpreted as representing gaps in cognitive processing
resulting from sleep-wake instability in the cognitive system. The key feature of our account
relates to the duration of micro-lapses. Whereas previous research has described the pro-
cesses as operating on a timescale of seconds, the micro-lapses described here last for only
tens of milliseconds each. As noted above, one advantage of this proposal is that there is no
need to posit an additional ‘‘cognitive slowing’ mechanism to capture subtle changes in
median alert reaction time in the PVT, as suggested in Doran et al. (2001; see also
Bratzke et al., 2007). Our model demonstrates that dynamic, rapid (i.e., single cognitive
cycles—50 ms) vacillations between wakefulness and sleep provide a parsimonious account
for the range of changes in reaction times observed in human performance on the PVT.

By integrating predictions of alertness from biomathematical models, we have been able
to constrain the proposed mechanisms in ACT-R to model performance across 88 h of total
sleep deprivation. Notably, this does not improve the ‘‘fit’” of the model to the empirical
data. Specifically, it would be straightforward to fit each session by explicitly varying G and
T,, with results that would be a much closer fit to human performance. This is the approach
that was taken to generate the fits shown in Fig. 3 to the data aggregated over whole days.
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However, fitting in such a manner lacks theoretical constraint, and across 44 experimental
sessions it results in 88 free parameters. By incorporating the biomathematical models, we
have been able to reduce the number of free parameters to 4—a slope and an intercept
mapping predicted alertness (from the biomathematical model) to both G and T,. This
reduces complexity in the model and leverages a well-validated approach to understanding
the dynamics of alertness in human functioning.

An additional consideration in this context involves assessing the value that is added by
using ACT-R above and beyond the biomathematical models alone. Once again, the value
does not come in the form of better fits to the empirical data. As an illustration, Table 5 pre-
sents a statistical comparison of the biomathematical models by themselves to the empirical
data from Doran et al., (2001) using a linear regression, similar to the evaluation by Van
Dongen (2004). One important point is that the degree of correspondence between the bio-
mathematical models and the human data is about the same as, and generally even slightly
better than, the fits obtained when the biomathematical models are used in conjunction with
our ACT-R cognitive model of the task.

What, then, is added through the use of ACT-R? We see two key advantages to the ACT-
R model. First, by virtue of the fact that the ACT-R model performs the tasks and generates
behavior, it produces predictions for all of the dependent measures simultaneously. This
contrasts with the fits from the biomathematical models in Table 5, where the biomathemati-
cal models were scaled to each dependent measure independently. That is, for each measure
a linear regression was performed in each case to maximize the correspondence between the
model and the data. Not only does this add parameters to the fitting process, but it also
exposes the second important contribution of the cognitive model presented here. Specifi-
cally, the central limitation of the biomathematical modeling approach in the context of pre-
dicting behavior is that they are unable to account for in situ cognitive performance. Our
ACT-R model draws upon the strengths of biomathematical models in characterizing the
dynamics of alertness and translates them into behavioral predictions based upon the impact
they have on information processing mechanisms in ACT-R. This capability is essential to

Table 5
Comparison of correlation data (r and RMSD) for each of the four principal
measures of performance

Biomathematical Model Fit to Human Data

CNPA SAFTE
r RMSD r RMSD
False starts 74 0.021 .79 0.019
Median alert reaction time 17 8.77 ms .70 9.78 ms
Lapses .90 0.030 .85 0.036
Sleep attacks .76 0.008 .80 0.007

Note: RMSD, root mean squared deviation; CNPA, Circadian Neurobehavioral
Performance and Alertness; SAFTE, Sleep, Activity, Fatigue, and Task Effective-
ness.
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achieving a more ambitious goal, which involves extending this account so that the mecha-
nisms and parameter values can be applied across tasks as well.

The mechanisms that we describe here relate to ACT-R’s production system—a compo-
nent of the architecture that is centrally involved in every ACT-R model. Thus, our account
of fatigue in the PVT should generalize to other task contexts, even if additional
mechanisms are added as other cognitive capabilities are addressed in our research. In fact,
we have shown the effectiveness of the mechanisms described here in the context of a
dual-task paradigm investigating the Psychological Refractory Period (Gunzelmann, Byrne,
Gluck, & Moore, in press). As in the PVT, we have been able to accurately capture
performance changes in participants deprived of sleep without the need for additional
mechanisms for cognitive slowing, which has been presented as an explanation for the
observed effects (Bratzke et al., 2007).

Our use of ACT-R is to provide an integrated account of the mechanisms of human cog-
nition, which we augment by incorporating biomathematical models representing the
dynamic impact of alertness on the information processing mechanisms that drive ACT-R’s
behavior. Biomathematical models will never overcome the need for scaling the output to
particular dependent measures and tasks; they lack a theory of the information processing
architecture that is responsible for human cognitive performance. Similarly, ACT-R can
represent human cognition and behavior, but until now it has lacked a theory of human
alertness to moderate those mechanisms. To make useful predictions in this area requires
that both kinds of theories be integrated. We have presented a method for achieving this
integration and have explored the promise of the approach for understanding changes in
human performance in the PVT under conditions of fatigue.

6.1. Directions for future work

We have focused on the PVT because the task is commonly used in sleep research and is
useful for diagnosing architectural changes in procedural functioning. As we continue this
research, we will focus on other important aspects of human cognition and performance.
For instance, looking at human data for the PVT in more detail reveals that there are sequen-
tial relationships in the likelihood of producing a false start on a particular trial, as well as
more general time on task effects, which are not captured by the current model (e.g., Doran
et al., 2001). These effects may reflect more dynamic changes in alertness that depend on
both internal cognitive activity and external environmental stimulation. These are important
areas that we plan to explore as we extend our account.

In addition to pursuing a more detailed understanding of the dynamics of, and influences
on, alertness, we are also pursuing efforts to extend our account to other task domains by
exploring the impact of changes in alertness on other mechanisms within ACT-R. For exam-
ple, we have been working to extend our account to other areas of human functioning,
including a task with significant declarative memory requirements (e.g., Gunzelmann,
Gluck, Kershner, Van Dongen, & Dinges, 2007), and a visual search task (Moore,
Gunzelmann, & Gluck, 2008). Initial work with these tasks has shown that the mechanisms
developed to account for performance changes on the PVT are not sufficient to capture
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performance changes in tasks with more complicated cognitive requirements. We do not
find this result surprising. Research examining the neuropsychological effects of fatigue has
shown that there are changes in activity across the cortex and in a number of subcortical
areas resulting from sleep deprivation. Thus, it is to be expected that fatigue would have
effects across different components of human functioning, which translates into decrements
associated with multiple modules within the ACT-R architecture. This was a motivation for
focusing first on a relatively simple task that specifically targets a component of ACT-R.
This approach facilitates the process of isolating the impact of fatigue on different cognitive
mechanisms. The challenge will be to integrate theoretical commitments in ACT-R with
existing behavioral and neuropsychological research to identify precisely how the various
components of ACT-R are impacted by fatigue. Though challenging, this approach has
proven fruitful thus far.

In addition to providing an overall account for performance decrements arising from fati-
gue and circadian rhythmicity, the mechanisms we have implemented may provide a basis
for understanding individual differences in human susceptibility to the negative effects of
these processes. Research on fatigue has uncovered significant individual differences, in
terms of both how much sleep is required and in the severity of the decrements associated
with lack of sleep. Under the assumption that sleep deprivation impacts all individuals
through the same mechanisms, individual differences can be represented through different-
magnitude effects on those mechanisms. This implies that all individuals experience decre-
ments in alertness as a consequence of sleep deprivation. However, it is entirely possible
that the rate of decline in alertness across a particular period without sleep will differ among
individuals. The mechanisms we have described provide a means of quantifying those dif-
ferences, and one avenue of current research is to test our ability to account for them using
consistent parameter manipulations for individual participants across multiple tasks. Of
course, any individual differences in the impact of fatigue are layered on top of individual
differences in baseline performance and ability. Thus, success with this effort will require
addressing both sources of inter-individual variability. We have begun to address some of
these issues, with initially promising results (Gunzelmann et al., 2008).

We are optimistic about the prospects for developing a comprehensive account of fatigue
within ACT-R. By incorporating the capacity for representing individual differences as well,
it will be possible to make a priori predictions about how human performance will change
for a specific person, on a particular task, given a specific history of sleep. While we are
still a long way from making these kinds of predictions for dynamic naturalistic tasks, the
promise of this approach is clear. The potential benefits of such a capability for predicting
readiness and averting dangerous situations are substantial.
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Notes

1. As of writing, information about CNPA can be found here: http://sleep.med.harvard.
edu/research/faculty-research/tools/CPSS. Information regarding SAFTE is available
at http://www.novasci.com/index_files/page0003.htm.

2. Reaction times faster than 150 ms are unlikely to represent intentional responses to
stimulus, due to limitations of the human nervous system.

3. We set ACT-R’s utility noise parameter (s) to 0.25, which translates into a standard
deviation through the following function:

2 x §2

3

4. We have enabled an option in ACT-R to make this parameter noisy. As a result, the
duration of a cognitive cycle varies randomly between 25 ms and 75 ms, according to
a uniform linear distribution.

5. Selecting the appropriate method for deriving parameter values across sessions is
not an obvious decision. It would be reasonable to find best-fitting values for each
session and use linear regression to optimally map ACT-R parameter values to
alertness predictions from CNPA and SAFTE. While this may have resulted in a
modest improvement of the model’s fit to the data across sessions, our goal here is
to illustrate some of the potential of this approach for making predictions about per-
formance. One may argue that this parameter estimation method still requires data
about the high- and low-points of human performance across the protocol; however,
it still allows for the identification of a systematic relation between biomathematical
predictions of alertness and particular parameters in the ACT-R architecture. This,
we believe, is a critical step in advancing this approach and we are willing to
accept some reduction in fit statistics to make this claim a little more strongly.
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