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Abstract

This research uses fMRI to understand the role of eight cortical regions in a relatively complex
information-processing task. Modality of input (visual versus auditory) and modality of output
(manual versus vocal) are manipulated. Two perceptual regions (auditory cortex and fusiform gyrus)
only reflected perceptual encoding. Two motor regions were involved in information rehearsal as
well as programming of overt actions. Two cortical regions (parietal and prefrontal) performed pro-
cessing (retrieval and representational change) independent of input and output modality. The final
two regions (anterior cingulate and caudate) were involved in control of cognition independent of
modality of input or output and content of the material. An information-processing model, based
on the ACT-R theory, is described that predicts the BOLD response in these regions. Different mod-
ules in the theory vary in the degree to which they are modality-specific and the degree to which they
are involved in central versus peripheral cognitive processes.
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1. Introduction

A significant issue in the understanding of human cognition is the degree to which
human thought is independent of the conditions of input and output. The information-
processing theories of the 1970s (e.g., Anderson & Bower, 1973; Kintsch, 1974; Norman
& Rumelhart, 1975) advanced the position that information, after it is abstracted from
the stimulus, proceeds through cognition independent of initial modality and ultimate
response. At the time, this position was advanced in contrast to what were perceived as
behaviorist theories that held that all thought was grounded in stimulus and response.
A sophisticated development of this sort of position was that of Paivio (1971, 1986).
Recently, this grounded position has been re-invigorated in cognitive psychology with
the emphasis on embodied cognition. For instance, researchers like Barsalou (1999,
2005) and Glenberg (e.g., 1997; Glenberg and Kaschak, 2002) have emphasized the basis
of cognition in perception and action (Barsalou more emphasizing perception and Glen-
berg more emphasizing action). According to a strong statement of this view, cognition
does not utilize knowledge or process that is abstracted from perception and action.

Brain imaging data have been cited for both the modality-dependent and the modality-
independent positions. For instance, Barsalou, Simmons, Barbey, and Wilson (2003) cite
imaging evidence that specific modalities are involved in thought processes. Similarly,
Jonides, Lacey, and Nee (2005) use neural imaging data to argue that working memory
is tied to particular modalities. On the other hand, a number of studies have shown regions
that process information identically independent of modality of input (Buckner, Kout-
staal, Schacter, & Rosen, 2000; and Le Clec’H et al., 2000; Schumacher et al., 1996). In
a sign that things might not simply be one way or the other, Buckner and Wheeler
(2001) argue that certain prefrontal regions involved in memory are sensitive to modality
while others are not. Part of the issue is definitional. For instance, Schumacher et al. find
memory regions that respond to verbal content but are insensitive to whether input is visu-
al or auditory. Thus, we have regions that are specific to content of material (i.e., verbal)
but not to modality of input. This seems neither the abstract propositional representation
nor a representation dependent on a perceptual modality. With respect to language and
modality-specificity, a number of studies of sentence processing have found regions that
are sensitive to modality of input and other regions that are sensitive to comprehension
difficulty but not modality (Bookheimer et al., 1997; Carpentier et al., 2001; Constable
et al., 2004; Michael, Keller, Carpenter, & Just, 2001).

To make more headway on these issues, one needs to make some more specific theoret-
ical commitments. This paper will use the modern ACT-R theory (Anderson, 2005; Ander-
son et al., 2004) and its connections to brain imaging data. The theory has its origins in the
earlier generation of abstract information-processing theories, but the current ACT-R
paints a much more complex picture of cognition. The theory identifies different cognitive
modules that are relatively pure perceptual, relatively pure motor, relatively pure amodal,
but also other modules that are not so clearly categorized. The theory makes predictions
about the activation patterns that should occur in regions associated with these modules.
We will present data from an experiment designed to exercise all the modules that have
been identified by the theory. The outcome of this effort will not be a simple judgment
on debate between the abstract versus embodied cognition, but hopefully a step towards
a richer understanding of the mind, its realization in the brain, and its connection to the
external world.
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We should emphasize from the outset that our goal is to better articulate the modality
dependence of various aspects of cognition not to pit one theory against another. Indeed,
we will be exploring issues that have not been addressed by existing theories. For instance,
Barsalou’s perceptual symbol hypothesis is about representation and really does not
address process issues (Barsalou, personal communication).

1.1. The ACT-R theory and its brain mapping

This paper will use the connections that have been made between modules in the ACT-
R theory and various brain regions. According to the ACT-R theory, cognition emerges
from interaction of a number of modules. Each of these modules performs its operations
largely independent of other modules but the module can interact with the overall cogni-
tive system by placing information in an associated buffer. A central production system
can respond to patterns in these buffers and take actions, which include sending requests
to various modules. There are seven modules that have been specified in the ACT-R theory
but no doubt there are more in the human mind. The production system itself can be con-
sidered an eighth module. Each of these eight modules has been associated with a brain
region for purposes of brain imaging.

Two of the modules are more or less pure perceptual systems. There is an aural module,
based on the EPIC (Meyer & Kieras, 1997) module that processes aural input. As this
paper will show, activity in a region in the vicinity of the auditory cortex appears to reflect
the processing of this module. ACT-R also has a visual module for object recognition.
While the visual system is realized in many regions of the brain, we have found a region
near the fusiform gyrus to be sensitive to kinds of operations we postulate, in line with
other research (Grill-Spector, Knouf, & Kanwisher, 2004; McCandliss, Cohen, & Dehae-
ne, 2003) that has shown this region plays a critical role in perceptual recognition.

Two other modules are motor systems—a manual system for programming hand move-
ments and a vocal system for programming speech. The ACT-R implementations of these
systems are also borrowed from the EPIC theory. As this paper will show, sensory and
motor regions along the central sulcus reflect activity of these modules. The motor region
reflecting the manual module is located at that part of the central sulcus that represents the
hand and fingers. The motor region reflecting speech is below in the portion of the motor
strip that is associated with the face and tongue. While there is some controversy about
how refined the somatotopic representation of the human body is, it is generally conceded
that such gross discriminations among major body parts are maintained (Sanes & Schie-
ber, 2001). It appears that these regions are involved in more than external action. For
instance, Anderson, Qin, Sohn, Stenger, and Carter (2003) found that the manual region
was active during the rehearsal of responses over a delay interval when the output was
going to be manual. In the research to be reported, the vocal region is also active in
rehearsal of verbal output. Thus, these systems can be recruited to maintain representa-
tions of information. More generally these regions have been found to be involved in
motor imagery (Grezes & Decety, 2001; Jeannerod, 1995).

Two modules are somewhat abstracted from specific input and output. One is an imag-
inal module that is responsible for holding spatial representations of problems such as
states of solution for an equation (Anderson, 2005) or states of the problem in Tower
of Hanoi (Anderson, Albert, & Fincham, 2005). We have associated a posterior parietal
region with this module, consistent with research such as Dehaene, Piazza, Pinel, and
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Cohen (2002) Reichle, Carpenter, and Just (2000). The other is a retrieval module that is
responsible for managing retrieval requests from declarative memory. We have found a
prefrontal region to be sensitive to it, again consistent with other research (Buckner, Kel-
ley, & Petersen, 1999; Cabeza, Dolcos, Graham, & Nyberg, 2002; Fletcher & Henson,
2001; Lepage, Ghaffar, Nyberg, & Tulving, 2000; Wagner, Maril, Bjork, & Schacter,
2001; Wagner, Paré-Blagoev, Clark, & Poldrack, 2001).

While these regions appear largely independent of modality of input or output, they do
not appear to be completely independent of the content of the material. One sign of this is
the hemispheric specificity of these regions. The left prefrontal region tends to be more
active for verbal material and the right prefrontal for pictorial material (Gabrieli, 2001).
Again the left parietal region appears to be more active in cases when detailed, local infor-
mation is critical and the right parietal region when more global information is critical
(Robertson & Rafal, 2000). As almost of our research has involved the processing of
detailed, symbolic information such as algebraic equations, we have always found strong
left hemisphere activation although there is often weaker activation on the right displaying
similar patterns. One unpublished studied in our laboratory (Kao et al., In preparation)
involving geometry problems has produced greater activation in the regions on the right.
Thus, it would appear that there is different hemispheric involvement for the imaginal and
retrieval modules depending on content of the material.

Finally, there are two modules that appear to be closest to true amodal systems. One is
a goal module that keeps track of ones intentions while performing a task and controls the
information processing accordingly. This we associate with the anterior cingulate in line
with the ideas of others about this region serving some sort of control function in infor-
mation processing (Carter et al., 2000; D’Esposito et al., 1995; Posner & Dehaene,
1994). There is some controversy about whether different regions of the anterior cingulate
are specific to different response modalities (e.g., Picard & Strick, 1996) but the most thor-
ough meta-analyses seem to indicate that the anterior cingulate does not have regional
response sensitivity (Barch et al., 2001). The second module is the production system itself,
perhaps even more central to control since it determines the action that will be taken next.
Identification of the basal ganglia as serving this control function is also consistent with
the thinking of others (Ashby & Waldron, 2000; Hikosaka et al., 1999; Poldrack, Prabakh-
aran, Seger, & Gabrieli, 1999; Saint-Cyr, Taylor, & Lang, 1988). We have found the head
of the caudate to be a region whose activation seems to reflect production rule firing.

Over the course of our research we have identified these regions that seem to be sensi-
tive to the activities of these ACT-R modules. It is important that we are able to use the
same regions in study after study rather than using exploratory efforts that would identify
(at least somewhat) different regions in each study. This provides a counter to claims (e.g.,
Uttal, 2001) that results do not replicate over experiments. This also avoids the many
problems with spurious false effects in exploratory studies and provides unbiased estimates
of region responses to test the predictions of the theory.

Our original efforts (Anderson et al., 2003) used an exploratory study to help with the
identification of the parietal, prefrontal, and motor regions. Based on this study we iden-
tified the following regions, each 5 voxels wide, 5 voxels long, and 4 voxels high' that we
have used in all subsequent studies:

' A voxel in our research is 3.125 mm long and wide and 3.2 mm high.
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1. Prefrontal (Retrieval): Centered at Talairach coordinates x = +40, y =21, z =21.
This includes parts of Brodmann Areas 45 and 46 around the inferior frontal
sulcus.

2. Parietal (Problem State or Imaginal): Centered at x = +23, y = —64, z =34. This
includes parts of Brodmann Areas 7, 39, and 40 at the border of the intraparietal sulcus.

3. Motorl (Manual): Centered at x=+37, y=—-25, z=47. This includes parts of
Brodmann Areas 2 and 4 at the central sulcus.

These regions were subsequently used in a number of studies (Anderson et al., 2005;
Anderson, Qin, Stenger, & Carter, 2004; Qin, Anderson, Silk, Stenger, & Carter, 2004;
Qin et al., 2003; Sohn, Goode, Stenger, Carter, & Anderson, 2003; Sohn et al., 2005).
Exploratory analyses in most of these studies had identified an anterior cingulate region
and Anderson (2005) reported the first effort to model it with ACT-R’s goal module. This
is a 5-voxel-long, 3-voxel-wide, and 4-voxel-high region:

4. Anterior Cingulate (Goal): Centered at x = +5, y = 10, z = 38. This includes parts of
Brodmann Areas 24 and 32.

Anderson (2005) also used a 4 x4 x 4 caudate region that had been first identified in
Anderson et al. (2004). We have focused on this area because of the evidence that the basal
ganglia served a production-rule-like function. Sometimes our imaging studies have found
this region behaves in a way that can be predicted from production rule firing (e.g., Ander-
son, 2005).

5. Caudate (Procedural): Centered at x = +15, y =9, z = 2. This is a subcortical structure.

Three 5 x 5 x 4 regions were identified for this paper because of its emphasis on assess-
ing modality effects:

6. Fusiform Gyrus (Visual): Centered at x = +42, y = —60, z = —8. This includes parts of
Brodmann Area 37.

7. Auditory Cortex (Aural): Centered at x = +47, y = —22, z = 4. This includes parts of
Brodmann Areas 21, 22, and 42 in the region known as the auditory cortex. Note, how-
ever, this region excludes Brodmann Area 41, which is the primary auditory cortex.

8. Motor2 (Vocal): Centered at x =444, y=—12, z=29. This includes parts of
Brodmann Areas 2 and 4 at the central sulcus.

This completes the mapping of existing ACT-R modules onto brain regions. Of course,
there are many brain regions not included above and cognitive functions not yet represent-
ed in ACT-R.

We need to state a few qualifying remarks about these brain-module associations. It
might seem that we are claiming that the cortical regions listed perform the function asso-
ciated with each module. While this is a plausible inference, it is not necessary to the logic
of this approach. It is only necessary that the activity of the brain region reliably reflect a
particular information-processing function. Even if the function is performed in that
region, there is no reason to suppose that its activity will only reflect that function. None-
theless, we have been fortunate that the regions seem to be rather pure indicators of their
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ascribed functions,” at least over the series of studies that we have performed. Finally,
there is no claim that the ascribed function is restricted to a specific region. With respect
to retrieval, for instance, the hippocampus gives a similar response (e.g., Wagner et al.,
1998) but it appears not to give as strong a signal in our research. With respect to control,
dorsolateral prefrontal structures probably play a role as well as the anterior cingulate.
With respect to the caudate, we would expect to find a similar response in other structures
connected to the basal ganglia, particularly the dorsal thalamus (and indeed we often do
when we specifically check activity in this region).

1.2. The task

Our original interest in brain imaging came from our desire to better understand the
problem solving involved in mathematical processing in algebra, and much of our research
(e.g., Anderson et al., 2003; Qin et al., 2004) has looked at algebra equation solving. How-
ever, the problem with such naturalistic tasks is that multiple factors can be confounded in
manipulations of task complexity. For instance, prefrontal and parietal activations tend to
covary when one manipulates number of steps in equation solving, just as they tend to
covary in a number of cognitive tasks (e.g., Acuna, Eliassen, Donoghue, & Sanes, 2002;
Dehaene, Molko, Cohen, & Wilson, 2004; Marshuetz, Smith, Jonides, DeGutis, & Chen-
evert, 2000; Newman, Carpenter, Varma, & Just, 2003). Anderson et al. (2004) introduced
a task that was better designed to separate two factors that are typically confounded in
algebra equation solving. One is retrieval of relevant information such as arithmetic facts,
which should affect the retrieval module, and the other is transformation of an internal
representation (such as an equation) that should affect the imaginal module. The retrieval
process is associated with the prefrontal region and the imaginal process with the parietal
region. The task used in this paper will also attempt to pull these two regions apart. For
other research separating these two regions see Sohn et al. (2003) and Sohn et al. (2005).

We wanted to have relatively separate measures of retrieval and problem transforma-
tion to separately assess the modality dependence of the retrieval and imaginal modules.
Therefore, we continued use of the task in Anderson et al. (2004), modifying it just slightly
so that it would be appropriate for pursuing the current question. In the first phase (out-
side the magnet), participants memorized information that they would use in the second
phase of the experiment that took place in the magnet. The material to be memorized
involved associations between two-letter words and two-digit numbers such as

AT — 23 and BE — 24.

Then in the second phase of the experiment, participants either heard or saw permuta-
tions of the names “Dick,” “Fred,” and “Tom” paired with visual presentation of these
two-letter words or two-digit numbers. Table 1 illustrates the various conditions of the
experiment. Participants were told that the two-digit codes that they had learned were
instructions for transforming the three-name sequences. Thus, “23” means that the second
and third names should be switched. Applied to “Tom, Dick, Fred” it would produce
“Tom, Fred, Dick.” Some two-digit codes are “no-ops” such as ‘24 because one of
the digits is greater than 3 and so in this case does not require a transformation. The

2 Although we will see in this paper some overlap in the two motor regions.
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Table 1
Illustration of the four conditions of the experiment associations: AT is associated to 23; BE to 24; Dick to index;
Fred to middle; Tom to ring

No transformation Yes transformation
No substitution Stimulus: Tom Dick Fred Stimulus: Tom Dick Fred
Probe: 24 Probe: 23
Response: Ring-index-middle Response: Ring-middle-index
Yes substitution Stimulus: Tom Dick Fred Stimulus: Tom Dick Fred
Probe: BE Probe: AT
Response: Ring-index-middle Response: Ring-middle-index

difference between no-op digit pairs and ones that require an operation is referred to as the
transformation factor in Table 1 and throughout the paper. Participants can either be giv-
en the digit pair directly in which case no retrieval is required or be given a word from
which they have to retrieve the digit pair. The requirement to perform this retrieval is
referred to as the substitution factor in Table 1 and throughout the paper because it
required the participant to substitute the digit for the word. Our expectation was that
the transformation factor would more impact the parietal region for manipulating prob-
lem representation and that the substitution factor would more impact the prefrontal
region for retrieving information.

Fig. 1 illustrates the procedure of the experiment as it was administered in the fMRI
scanner. After a 1.5 s prompt, participants either heard or read names at the rate of one
each half second. Then they either had a 4 s delay or not. The purpose of the delay was
to manipulate the shape of the BOLD (Blood Oxygen Level Dependent) response as a test
of our model. Then participants saw the digit or word instruction. They were instructed to
perform the transformation mentally and to press the right thumb key when they were
ready to give the answer. The time to press the thumb key is the most important behav-
ioral measure reflecting the time to comprehend the instruction and plan the response.
When the thumb key was pressed, they had to key in their letters quickly (if the output
modality was manual) or say them quickly (if the output modality was vocal). The empha-
sis on speed of response meant that they had to have the response sequence preplanned.
Anderson et al. (2004) showed that the insertion of the delay produced motor rehearsal
of the responses and so we expected the insertion of a delay would increase activation
of the motor region. This experiment will examine whether there are effects of delay in
regions that do not have a motor function.

The major new manipulation in this study involved a manipulation of modality of input
and output. As the input manipulation participants either saw the three names or heard

Start Stimulus Delay Instruction Response Feedback 1SI
% 1—9 Tom | Dick | Fred —# DELAY —§ AT/23 —p —»| Tom | Fred | Dick —¥» +
1.5s 05s 0.5s 0.5s Oords <10.5s <3s 05s 0.5s 0.5s =265
i .

2855 (19 scans)

Fig. 1. The 28.5-s structure of an fMRI trial. In this instance, it shows that the instruction can either be a word
(e.g., AT) or a number (e.g., 23).



192 J.R. Anderson et al. | Cognitive Psychology 54 (2007) 185-217

them. Orthogonal to this they could either report the names by saying them or keying
them. Those participants in the manual condition had been pretrained on a mapping of
the names onto the index, middle, and ring fingers. While these factors would impact
the activations associated with the predefined motor and sensory areas, the question
was whether they would affect activation in the central regions.

There were five qualitative predictions for the outcome of the experiment:

1. Modality of input and output would not affect the behavior of the prefrontal, parietal,
anterior cingulate, or caudate.

2. Delay would only affect the amount of activation in the motor areas and the control
areas (cingulate and caudate) but not the perceptual areas or the parietal and prefrontal
areas. Delay would affect the motor areas because they would be recruited to fill the
delay and affect the control areas because extra goal states and production-rule firings
are required to manage the rehearsal. The distribution of activity in other regions would
be affected by the delay but the total activation would not change.

3. Transformation would affect the amount of parietal, anterior cingulate, and caudate
activation but not prefrontal activation.

4. Substitution would affect the amount of prefrontal, anterior cingulate, and caudate
activation but not parietal activation.

5. There would be stronger left lateralization of activation in the case of the prefrontal and
parietal regions reflecting the symbolic nature of the task.

However, beyond these qualitative predictions the paper will try to fit the exact patterns
of activation in these regions. The details of how predictions can be obtained will be
presented after we report the experiment and assess the qualitative predictions.

2. Method
2.1. Participants

Fifty-two right-handed, healthy native English speakers, members of the CMU commu-
nity (27 females) participated after informed consent. Their ages ranged from 18 to 33,
with an average of 21.5. There were 13 participants in each group but because of problems,
the final numbers were 12 in the visual-manual group, 11 in the visual-vocal group, 13 in
the aural-manual group, and 13 in the aural-vocal group. One subject was not used in
visual-manual group because of excessive head movement and 2 subjects were excluded
from the visual-vocal group because of problems in recording their spoken answers. Table
2 provides some statistics on the four groups in terms of gender, age, and head movement
during the course of the experiment. There are no significant differences in any of these
statistics.

2.2. Task and procedure

The trial structure is illustrated in Fig. 1. A trial began with a prompt, which was a red
asterisk in the center of a rectangle (35 mm width, 11 mm height, with white edges and
located in the center of the black screen). In the visual conditions, the names would be pre-
sented inside this rectangle. After 1.5 s, the stimulus was presented at the rate of .5 s per
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Table 2
Participant statistics
Condition
Aural Visual
Manual Vocal Manual Vocal
Age 21.2 21.6 21.8 21.3
Gender 4F-9M 6F-7TM 8F4M TF—4M
Mean shift (mm)
x direction —0.09 —0.07 0.05 —0.20
y direction 2.16 2.24 2.01 1.82
z direction 0.24 —0.31 —-0.43 —0.53

name. The name sequences were random permutations of three names: “Tom,” ‘Dick,’
‘Fred.” These names were presented in the rectangle in the visual condition while in the
auditory condition the rectangle was empty and the participant heard prerecorded names.
Then, for a random half of the trials, before the instruction stage there was a 4 s delay dur-
ing which a white word “DELAY”’ appeared inside the rectangle. In instructions stage, a
white number or word representing an instruction was presented in the rectangle and the
participants were instructed to apply the instruction to transform the sequence of names.
Participants pressed the thumb key when they were ready to key in the final solution. After
the participant pressed the thumb key, the rectangle became empty again. The thumb press
provided a measure of the planning time. If the planning time exceeded 10.5 s, the trial was
scored as incorrect. Once they pressed the key they were suppose to say the responses as
fast as possible with no more than 1 s per response (key press or speech). This rapid
responding was designed to prevent participants from postponing transformations until
after they had pressed their thumbs. After the participants keyed or said the answer,
the correct answer (correct sequence of the names) was presented auditorily or visually
(depending on condition) at the speed of 500 ms per name (feedback stage). Then a white
plus would be shown inside the rectangle for the remaining portion of the 28.5 s trial (19
scans), and the participants were told they could rest but that they should still keep their
eyes open during this period.

2.3. Pre-scan practice

On the day before the scan day, there was a pre-scan session in which participants mem-
orized 12 pairs of word-to-number correspondences (participants practiced until they could
produce three consecutive trials without any errors), and practiced the actual task. In the
manual condition they were given practice on finger-to-name mapping. In the vocal condi-
tion, they were encouraged to respond in normal speech and avoid head movements. Partic-
ipants were not told the significance of the two-digits numbers (that they were instructions
for string transformation) until after they had completed the memorization phase of the
experiment. There were four blocks (12 trials per block) of practice at the actual task.

2.4. Parametric design

The design involved six factors each with two values. Two between-participant factors
were manipulated—input and output modality. Three other factors were manipulated
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within participants. Half of the trials involved a 4-s delay and half did not. Half of the tri-
als presented two-letter words and half presented two-digit numbers as instructions. 2/3 of
the trials required a transformation of the name sequence and 1/3 did not. Of the 2/3 of the
trials requiring a transformation half required exchange of a pair of neighbors such as
from ‘Fred” “Tom,” ‘Dick’ to ‘Fred,” ‘Dick,” “Tom’ (when, say, the instruction was “23”’)
and half required exchange of first and third position (instruction was either “13” or
“31”’). We will also treat hemisphere as another factor in the statistical analysis but it is
not one that is manipulated experimentally.

Participants were tested for 12 blocks, in which each of the within-participant condi-
tions was tested once. The 12 within-participant conditions occurred in random order.
Since there were not significant differences between the neighbor exchanges and the distant
exchanges we collapsed over this and simply used the contrast of transformation versus no
transformation. Over the experiment there were 12 observations for each of the four
no-transformation conditions (the four conditions obtained by crossing delay and
substitution) and 24 observations for each of the four transformation conditions for each
participant. Since there are 49 participants and most of the critical analyses of the imaging
data (see Fig. 4) turn out to involve looking at 2 x 2 effects for different regions, this means
that there are approximately between 500 and 1000 observations contributing to each data
point.

2.5. Event-related fMRI scan

Event-related fMRI data were collected by using a gradient echo-planar-image (EPI)
acquisition on a Siemens 3T Allegra Scanner. The imaging parameters were
TR = 1500 ms, TE = 30 ms, RF flip angle = 55°, FOV = 200 mm, matrix size = 64 x 64
(3.125 x 3.125 mm per pixel), slice thickness = 3.2 mm, slice gap = 0 mm, and 26 axial slic-
es per scan with the AC-PC on the 20th slice from the superior. In addition, structural
images of two-dimensional T1 spin echo were acquired at the same slice locations. The
audio system was a Silent Scan Model SS-3100 from Avotec and confirmed to deliver
the name easily recognizable despite the background noise of the EPI scan. To check
for the correctness of the vocal responses, the data were analyzed as described in Jung,
Prasad, Qin, and Anderson (2005).

EPI images were realigned to correct head motion using the algorithm AIR
(Woods, Grafton, Holmes, Cherry, & Mazziotta, 1998) with 12 parameters. The
EPI images were smoothed with a 3D Gaussian kernel of a 6 mm FWHM. The struc-
tural images were co-registered to our reference structural images® and the resulting
registration parameters were used to co-register the corresponding EPI images. The
group data were analyzed using the NIS system® according to the event-related
structure of Fig. 1.

3 Our Talairached reference image is availabe at MRI link available from our website act-r.psy.cmu.edu. This is
the reference brain used for all studies from our laboratory.
4 (http://kraepelin.wpic.pitt.edu/nis/index.html).
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3. Results
3.1. Behavioral results

Fig. 2 shows the mean latencies from the presentation of the instruction to the thumb
press (the measure of planning time) as a function of condition. These means are for cor-
rect trials only. Modality of input had no significant effect on the time for this key press
(auditory = 2.90 sec and visual = 2.70's; F(1,45) =0.91, MSE = 4.58). All the other fac-
tors are displayed in Fig. 2 and are significant—output modality (F(1,45)=4.05,
p =.05; MSE =4.58), delay (F(1,45)=20.48, p <.0001; MSE =0.113), transformation
(F(1,45)=248.72, p<.0001; MSE=0.977) and substitution (F(1, 45)=291.65;
p <.0001; MSE =0.561). There is only one significant interaction and that is between
delay and output modality (F(1,45) = 21.00, p <.0001; MSE = 0.113). The effects of sub-
stitution and transformation are large (both over a second) and do not interact with any-
thing else. Since the effects of transformation and of substitution are large and similar in
size, if there is an effect of one factor and not the other in the imaging research it will not
be simply because one factor was a more potent manipulation. The effects of output
modality and delay are a bit more subtle. Participants responded equally quickly in the
vocal condition for both delay and no delay, but they were .3 s slower than the vocal con-
ditions in the delay manual condition and .6 s slower in the no-delay manual condition. It
appears that they found it somewhat difficult to convert from the names to finger presses,
particularly when they did not have the advantage of a 4 s delay in which they could work
out the mapping.

The subsequent finger presses were recorded in the case of manual output. The only
significant effect is that participants got faster as they key (.392 s for first, .318 for second,
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Fig. 2. Mean latencies (on correct trials) from the presentation of the instruction to the thumb press as a function
of delay, modality and whether a transformation or a substitution was required. Also displayed are the
predictions of the approximate model.
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and .300 for third, F(2,48) = 39.91, p <.0001; MSE = 0.012). These key times are very fast
compared to the latency associated with the first thumb press indicating that participants
did comply with instructions to plan their response before pressing the thumb key.

We also performed an analysis of accuracy and there were three main effects—modality
of output (81.9% correct for manual and 91.6% correct for vocal, F(1,45)=28.31,
p <.0001; MSE =0.030), transformation (89.5% correct for no transformation and
83.8% correct for transformation, F(1,25) =20.22, p <.0001; MSE = 0.011), and substitu-
tion (90.0% correct for no substitution and 83.3% correct for substitution,
F(1,45) =26.69, p <.0001; MSE =0.017). There was a significant interaction between
input modality and output modality (F(1,45) = 14.44, p <.0005; MSE = 0.030). When
the output was manual participants were 7% more accurate when the input modality
was visual but when the output was vocal they were 7% more accurate when the input
modality was aural. Except for this interaction the accuracy and latency effects largely
lined up and the overall correlation across conditions was r = —.645.

In general, the behavioral analyses indicate that the cognitive factors of substitution
and transformation had strong, robust effects and they should be potent factors in the
imaging analyses below.

3.2. Imaging data: confirmatory analyses

All analyses of imaging data were for correct trials only. We will first report effects for the
predefined regions. Then we will report a series of exploratory analyses to determine what
other regions might be showing systematic effects. For each of the predefined regions we will
performa 2 x 2 x 2 x 2 x 2 x 2 analysis of variance where the within-participants factors will
be hemisphere, delay, transformation, and substitution and the between-participants factors
are modality of input and output. The dependent measure is an estimate of the magnitude of
the BOLD response for a trial. Each trial consists of 19 scans and the BOLD response varies
across these scans. The dependent measure will be the degree to which the BOLD responses
on scans 3—14 are above the baseline set by the BOLD responses on scans 1 and 2. For each
of these 12 scans we measured their percentage above the baseline defined by the first two
scans and our dependent measure is the sum of these 12 percentages. The later scans 15—
19 are excluded from this analysis because the BOLD response tends to dip below baseline
at the end (an issue discussed later). Fig. 4 displays the BOLD responses for all the scans and
the predictions of a model to be described in a later section.

Table 3 summarizes all the analyses—reporting in part (a) for each of the eight prede-
fined regions which factors were statistically significant and in part (b) the size and direc-
tion of the main effects. Fig. 3 attempts to illustrate these results showing the magnitudes
of the F-values for the two ““peripheral” factors of input and output modality and the two
“central” factors of transformation and substitution. While there are details that will be
discussed below, it is apparent that the factors of input and output modality only affected
the perceptual and motor regions and, with one weak exception the cognitive factors only
affected the cognitive regions.

3.3. Fusiform gyrus (visual) region

There were two significant main effects in the fusiform region which reflects
visual processing—input modality (F(1,45) = 4.44, p <.05; MSE = 0.00531) and laterality
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Table 3
Summary of the effects of the six factors in the eight regions
Factor
Region Input Output Laterality Delay Transform Substitute
(a) Significance
Fusiform gyrus <.05 >.25 <.01 >.05 >.25 >.50
Auditory cortex ~ <.0001 <.05 >.05 <.05 <.05 >.5
Motorl >5 <.005 <.0001 <.001 >.5 >.5
(manual)
Motor2 >.05 <.01 >.1 <.0001 >.25 >.1
(vocal)
Parietal >.25 >.25 <.05 <.0005 <.005 >.05
Prefrontal >1 >.5 <.05 <.005 >.5 <.05
Anterior >5 >5 <.0001 <.0001 <.05 <.0005
cingulate
Caudate >.5 >.5 <.01 <.001 >.5 >.25
Region Visual — Aural Manual — Vocal Left — Right Delay — No Delay Transform — Not Substitute — Not
() (70) (70) (70) (70) (70)
(b) Effect size
Fusiform gyrus 1.16 —0.69 0.58 0.39 —0.24 0.13
Auditory cortex —2.88 —1.28 —0.35 0.44 —0.40 —0.10
Motorl 0.27 2.46 2.28 0.88 0.08 0.04
(manual)
Motor2 1.03 —1.81 0.27 0.80 —0.11 0.19
(vocal)
Parietal 0.92 0.26 1.14 0.62 0.47 0.37
Prefrontal 1.00 0.27 0.66 0.50 0.04 0.53
Anterior 0.17 -0.17 1.86 0.85 0.36 0.61
cingulate
Caudate —0.07 —0.13 —0.31 0.46 0.04 0.10
LR — -
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Fig. 3. A display of the F-values for the main effects of input modality, output modality, transformation, and

substitution for the 8 predefined brain regions.
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Fig. 4. Observed (dotted lines connecting points) BOLD responses and predictions (solid lines) for the eight
predefined regions. The data and predictions are plotted as a function of the mean time of each scan. (a) Effects of
input modality and delay of the left fusiform gyrus. (b) Effects of input modality and delay on the left and right
auditory cortex. (c) Effects of output modality and delay on the left motor area that is associated with the right
hand. (d) Effects of output modality and delay on the left and right motor areas that are associated with the face
and tongue. (e) Effects of transformation and delay on the left parietal region (f) Effects of substitution and delay
on the left prefrontal region. (g) Effects of substitution and delay on the left anterior cingulate. (h) Effects of
substitution and delay on the right caudate.
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(F(1,45)=18.08; p <.01; MSE = 0.00074). The left fusiform gyrus shows the stronger result
reflecting that the left region responds more to symbolic input (McCandliss et al., 2003).
Fig. 4a displays the BOLD response for the four combinations of the input and delay factors
for the left region because it gives the stronger response. The response is stronger for visual
input but there is a response in the aural condition. Even in aural condition, the initial warn-
ing, the instruction prompt, the delay warning, and the final rest signal are visually presented
and so it is not surprising that there is a response in this condition. Note in this region that the
delay factor results in a stretching of the BOLD response since some of the input comes after
the delay. However, there is no significant effect of delay on area under the curve implying
that there is approximately the same amount of total processing in both the immediate
and the delay condition. Also relevant to the issues of this paper, there were no significant
effects of substitution or transformation on this region and so this region is not involved
in supporting these cognitive activities.

3.4. Auditory cortex (aural) region

There were four significant main effects on the auditory cortex which reflects aural pro-
cessing—input modality (F(1,45)=25.72, p <.0001; MSE = 0.00641), output modality
(F(1,45)=4.78, p<.05; MSE=0.00641), delay (F(1,45)=5.57, p<.0001;
MSE = 0.00070), and transformation (F(1, 45) = 7.19; p <.05; MSE = 0.00043). The out-
puteffect is for there to be a greater response in the condition where participants give an vocal
response, as they hear themselves. There is no response in this region in the visual-motor con-
dition where participants see the material and do not hear their responses. In terms of area
under the curve (sum of the BOLD response for scans 3—14), the values are .26% for the visu-
al-manual condition, 1.59% in the visual-vocal condition, 3.24% in the aural-manual con-
dition, and 4.44% in the aural-vocal condition. Thus, the effect of input and output are
additive. Since there are no laterality effects in this region, Fig. 4b displays the BOLD
response averaged over the left and right regions for the four combinations of the input
and delay factors. While there is an effect of delay on area under the curves in scans 3—14, this
is because the two no-delay conditions that dip below zero before scan 14. If we only look at
the area above zero in the aural input condition, there is no difference —4.30% in the no delay
condition and 4.31% in the delay condition. Thus, like the visual region, this region does not
seem to be involved in bridging the delay in contrast to the motor regions. This is the only
perceptual or motor region to show a significant effect of a cognitive factor—in this case
the transformation factor. However, the result is lower activation in the transformation con-
dition—which is an anomalous result. We suspect that this may not be a real result (it is only
significant at the .05 level). In any case thisis not a result that suggests that the auditory area is
involved in performing the transformation.

3.5. Motorl (manual) region

There were three significant main effects on the motorl region which reflect manual pro-
gramming—output modality (F(1,45)=14.74, p <.0005; MSE = 0.00872), laterality
(F(1,45) =34.12, p<.0001; MSE =0.00283), and delay (F(1, 45)=14.93; p <.0005;
MSE = 0.00090). The left region is more active—a result that is not particularly surprising
as the participants were responding with their right hands. There are interactions are
between delay and laterality and between output modality and laterality, reflecting the fact
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that the effects only showed in the left hemisphere. Therefore, Fig. 4c displays the BOLD
response for the four combinations of the other two factors in the left motorl region. As
expected there is a much stronger response when the output modality is manual. The resid-
ual response when the modality is vocal may just reflect the difficulty in separating the
regions for vocal control from those for motor control. Also, participants still issue a
thumb press in the vocal condition. The delay factor has an effect on the shape of the
response with the peak delayed by the four seconds.

There are a couple of noteworthy aspects of the motor response which suggests, as in
Anderson et al. (2004), that this region was involved in more than just response genera-
tion. First, note that it is rising in advance of the response generation. Second, note that
the area under the curve is greater in the delay condition. In this case, the difference is not
due to the late negativity as it was for the auditory regions—if we just look at the area
above zero it is 6.05% in the manual delay condition and 5.05% in the manual no delay
condition. Anderson et al. (2004) suggested this region was involved in response rehearsal
and these results are consistent with that suggestion. Relevant to the issues of this paper,
there were no significant effects of substitution or transformation on this region and so this
motor region in is not involved in supporting these cognitive activities.

3.6. Motor2 (vocal) region

There were two significant main effects on the motor2 region which reflects vocal
programming—output modality (F(1,45)=9.51, p <.005; MSE =0.00707) and delay
(F(1,45) = 23.33; p <.0001; MSE = 0.00055). Since there are no significant laterality effects,
Fig. 4d displays the BOLD response for the four combinations of output and delay for the
average of the left and right regions. The effects are similar to the motor] region except that
this region is more responsive to vocal output. There is a weak response to manual output
that may reflect lack of separation of the two regions or perhaps verbal rehearsal even in
the manual condition. As the motorl region, the early rise and effects of delay suggest that
this region is involved in rehearsal of the response. Again, relevant to the issues of this paper,
there were no significant effects of substitution or transformation on this region.

3.7. Parietal (imaginal) region

There were three significant main effects on the parietal region which is hypothesized to
reflect changes in problem representation—Ilaterality (F(1,45)=4.38, p<.05;
MSE = 0.00287), delay (F(1,45) = 24.65, p <.0005; MSE = 0.00049), and transformation
(F(1,45)=9.70; p < .005; MSE = 0.00043). The effect is stronger in the left parietal region
as we have found in other studies. Therefore, Fig. 4e displays the BOLD response for the
four combinations of the other two factors in the left parietal region. The factors of delay
and output modality yield a significant interaction (F(1, 45)=6.34; p<.05;
MSE = 0.00049). The area under the curve is significantly less in the case of vocal-no-de-
lay (2.50%) than the other conditions (vocal-delay 3.52%, manual-no-delay 3.58%, manu-
al-delay 3.79%). This is another case where a purported central region seems to be affected
by modality. We will try to place an interpretation on the interaction after reviewing the
prefrontal region where a similar interaction occurred. Otherwise, this region behaved as
predicted. In particular, it showed effects of transformation and laterality and did not
show effects of input modality or substitution.
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3.8. Prefrontal (retrieval) region

There were three significant main effects on the prefrontal region which reflects retrieval
operations—Ilaterality (F(1,45) =4.10, p <.05; MSE = 0.00137), delay (F(1,45)=10.39,
p <.005; MSE =0.00047), and substitution(F(1, 45)=5.94; p <.05; MSE =0.00091).
The effect is stronger in the left prefrontal region as we have found in other studies. There-
fore, Fig. 4f displays the BOLD response for the four combinations of the other two fac-
tors in the left prefrontal region. As was the case for the parietal region, the factors of
delay and output modality yield a significant interaction (F(1, 45)=28.64; p <.0l;
MSE = 0.00047). Again, the area under the curve is significantly less in the case of
vocal-no-delay (1.28%) than the other conditions (vocal-delay 2.22%, manual-no-delay
2.10%, manual-delay 2.12%). The fact that the parietal effect replicates in the prefrontal
region even more significantly suggests that this unexpected result is not a spurious effect.
The prefrontal region does confirm the predictions that there are main effects of substitu-
tion and laterality and not main effects of transformation, modality of input, and modality
of output.

Given that one purpose of this experiment was to confirm a difference between the pari-
etal and prefrontal regions we did contrasts to compare the magnitude of the transforma-
tion and substitution effects in the two regions. The effect of transformation is significant
greater in the parietal (#(48) = 1.85; p <.05; MSE = .00034) but the effect of substitution
is only marginally greater in the prefrontal (z(48) = 1.32; p <.10; MSE = .00032).

With respect to the unexpected interactions between delay and modality of output for
the prefrontal and parietal, we think that this is related to the fact that generating the
response is particularly simple in the vocal no-delay condition where one can basically
repeat back what one has just heard. If there is a delay it is necessary to maintain the
response over the delay and in the model to be described below, we are going to assume
a role for the parietal and prefrontal in bridging the delay. This leaves unexplained why
these regions also respond more strongly in the manual no-delay condition and we think
this is related to the fact that in this condition the response code (key presses) is arbitrarily
related to the input (names). However, this is not an effect that we will be modeling.

3.9. Cingulate (goal) region

While there was not a significant effect of either input or output modality in anterior
cingulate, there were significant main effects of the other four factors—laterality
(F(1,45)=4291, p<.0001; MSE=0.00129), delay (F(1,45)=24.48, p<.0001;
MSE = 0.00058), transformation (F(1,45) = 5.97, p <.05; MSE = 0.00039), and substitu-
tion(F (1, 45)=17.88; p<.0001; MSE =0.00043). There is a significant interaction
between input modality and laterality (F(1, 45) = 15.28; p <.0005; MSE = 0.00129) such
visual input produced a stronger response than aural input on the right (3.17 versus 2.39%)
while auditory input produced a stronger response than visual input on the left (5.09 ver-
sus 3.86%). We have no explanation of this effect. For both forms of input the response is
stronger on the left side, an effect that may be related to morphological differences between
left and right anterior cingulate (Yiicel, Stuart, & Maruff, 2001). As a consequence, Fig. 4g
displays the BOLD response only for the left region. The effect of input modality is only
marginally significant in an analysis restricted just to the left side (F(1,45)=3.08; p <.l ;
MSE = 0.00474) and it does not even approach any significant interactions. In fact, there
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are no significant interactions in the left cingulate. As the effects of delay and substitution
are stronger than transformation, Fig. 4g displays the four combinations of these two fac-
tors. Except for the laterality result, the effects in this region are as predicted.

3.10. Caudate (procedural) region

There were two significant effects in this region—Ilaterality (F(1,45) =8.46, p <.01;
MSE = 0.00022) and delay (F(1,45)=17.88, p <.0001; MSE = 0.00023). In contrast to
other regions, the right caudate gave a stronger response. We did not have any prior
hypotheses about the laterality of response in this region nor a post hoc explanation of
the result. Fig. 4h displays the BOLD response only for the right region, displaying the
four combinations of delay and substitution. The null effects of input and output modality
were predicted, as was the effect of delay. On the other hand, we also predicted effects of
substitution and transformation on this region, which were not significant. While there
might appear to be a weak effect of substitution in Fig. 4h, it did not approach statistical
significance (F(1,45) =0.57, MSE = 0.00032). However, Fig. 4h makes two other points
apparent. First, the response in the caudate is weak, making it hard to get significant
effects. Second, the effect predicted for substitution is quite small.

3.11. Confirmatory analyses: Summary

These confirmatory analyses have involved looking at 6 factors in 8 regions. Given
the number of tests involved, the effects have been remarkably consistent with the pre-
dictions. With respect to the four motor and perceptual areas, each was responsive to
the perceptual or motor factor that should drive it. There was evidence that the motor
regions were being used to bridge the delay. There were no cases where these regions
responded more in dealing with transformation or substitution, although there was
the anomalous case of the auditory area responding weaker in the case of
transformation.

With respect to the parietal and prefrontal areas, they were both left lateralized as
expected given the symbolic nature of the task. Neither region was affected by modality
of input or output. As predicted, parietal responded only to transformation confirming
its role in problem representation and prefrontal responded only to substitution con-
firming its role in retrieval. The unexpected result for these regions was the interaction
between delay and modality of output. One way of characterizing this interaction is
that there was an effect of delay only when the output modality was vocal. Consistent
with the results in the manual condition, the earlier Anderson et al. (2004) experiment,
which only used manual output, did not find an effect of delay in this region. This
effect might be related to difficulty of maintaining or mapping the code. Except for
this, there were no interactions in these regions involving input modality or output
modality.

As predicted, the anterior cingulate and caudate showed no effects of input or output
modality. The anterior cingulate responded to all of the factors of delay, transformation,
and substitution—confirming unpublished results from Anderson et al. (2004). The cau-
date responded to delay as predicted but not significantly to transformation or substitu-
tion in contrast to prediction. Reanalyzing data from Anderson et al. (2004), the
caudate had not responded differentially to transformation or substitution in that exper-
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iment either. Other research on algebra (e.g., Anderson, 2005) has found the caudate does
respond when these two factors are combined in an overall manipulation of complexity. In
this experiment there is a weak response in the caudate and the predictions are only for
weak effects.

3.12. Imaging data: Exploratory analyses

This section will report exploratory analyses to determine what other regions might be
reliably responding to the factors in the experiment. For the five manipulated factors
(input modality, output modality, delay, transformation, and substitution) we did condi-
tion-by-scan interaction looking for regions that responded differently in the two condi-
tions. To have a conservative test that dealt with non-independence of successive scans
we used the correction of assigning only 1 degree of freedom to the numerator in the
F-statistic for the interaction term and required a minimum of 30 contiguous voxels with
significant interaction at p <= .01 (Forman et al., 1995). The analysis with delay was not
informative as it tended to pick up huge regions that varied as a function of trial structure,

Table 4
Results of exploratory analyses—see Fig. 5
Region of interest Brodman Voxel Stereotaxic Condition 1 Condition 2
area (s) count coordinates (mm)
x y z
(a) Input by scan Visual (%) Aural (%)
al. Right superior parietal 40 36 38 -57 45 8.04 1.46
a2.Right auditory cortex 22 509 47 —13 6 0.66 3.11
a3. Left auditory cortex 22 437 —51 -19 2 0.79 3.61
a4. Visual cortex 17 64 17 —83 11 —0.09 0.33
(b) Output by Scan Manual (%) Vocal (%)
bl. Left motor region 2,4,40 544 -39 =27 42 4.52 1.32
b2. Right motor region 2,40 48 38 —28 36 2.36 0.39
b3. Right motor region 2, 4,40 160 47 -10 15 0.37 3.63
b4. Left motor region 4,6,43 70 —54 -8 14 1.53 4.94
bS. Right inferior prefrontal 47 67 47 32 —4 —1.38 2.04
b6. Medial frontal gyrus 24,25, 32 254 -2 17 -6 0.67 -1.92
(c) Transformation x scan No trans (%) Trans (%)
cl. Anterior cingulate 6, 24, 32 255 -2 5 43 3.71 4.20
c2. Left motor 2 398 —42 -6 37 3.06 3.58
c3. Left posterior parietal 40 156 -27 =51 41 4.17 4.82
c4. Polar frontal 10, 32 97 -2 44 -2 -2.36 -3.59
c5. Left auditory cortex 22,42 352 -51 —18 9 3.04 2.72
¢6. Right auditory cortex 22,42 157 50 —16 9 3.00 2.55
(d) Substitution X scan No sub Sub
dl. Anterior cingulate 6, 24, 32 210 -2 11 42 3.69 4.52
d2. Left prefrontal 44 372 —45 7 26 242 3.38
d3. Left posterior parietal 19, 39, 40 165 27 —60 38 4.45 5.17
d4. Right supramarginal gyrus 40 46 50 —31 30 1.02 0.36
dS. Left auditory cortex 42 140 —54 -21 9 3.45 3.32
dé6. Right auditory cortex 22, 42 41 50 —13 9 3.01 3.03
d7. Left inferior frontal 47 46 -32 20 -1 1.93 2.82

d8. Polar frontal 10, 32 53 1 38 -8 -2.91 -3.75
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but Table 4 and Fig. 5 present the results of the remaining analysis. The significant
interactions that identified these regions can usually be characterized by a difference in
the percent rise or fall in the BOLD response in scans 3-14 rose from the baseline set
by scans 1 and 2. Thus, Table 4 reports for each region found for each condition the
sum of the percentages for these 12 scans (the same dependent measure used in the con-
firmatory analysis). Fig. 5 locates the exact regions on the brain slices.

Table 4a and Fig. 5a show the four regions with significant input-by-scan interactions in
the exploratory analysis. This analysis identified areas in the auditory cortex (a2 and a3)
that were close to the predefined auditory regions and responded more strongly to audi-
tory input. It failed to find regions in the fusiform gyrus despite the significant effects that
were in the region. It did find a right superior parietal region (al) that did respond more

Fig. 5. Activation map for 20 slices, starting with the second slice from the top. Only regions with more than 30
contiguous voxels and p < .01 are shown. See Table 4 for identification of regions. The AC-PC line is slice 19. (a)
Input-by-scan interaction; (b) Output-by-scan interaction; (c) Transformation-by-scan interaction; and (d)
Substitution-by-scan interaction. The left side of the brain is shown on the left side. The predefined regions are
shown as black squares unless covered by exploratory regions. Each exploratory ROI is numbered (for
coordination with Table 4) in the first slice at which it appears.
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strongly in the case of visual input. It also found a region on the edge of the visual cortex
(a4) that responded more strongly to auditory input.

Table 4b and Fig. 5b show the six regions with significant output-by-scan interactions
in the exploratory analysis. This analysis identified a large left region (bl), overlapping
with the predefined motorl region, which displayed a stronger response in the case of a
manual response. It also found a much smaller homologous right region (b2) that similarly
responded. Lower, it similarly found right and left motor regions (b3 and b4), overlapping
with the motor2 regions that responded more strongly in the case of a vocal response. It
found a prefrontal region (b5) that is a right homolog of left Broca’s area that responded
more strongly to vocal output.’ Finally, it found a low medial frontal area (b6) that
responded positive to manual output and negatively to vocal output.

Table 4c and Fig. 5c show the six regions with significant transformation-by-scan inter-
actions in the exploratory analysis. It does find two regions that overlap with regions we
predict will be sensitive to transformation. Region cl overlaps with the predefined anterior
cingulate and region c3 overlaps with the predefined parietal region. In addition it finds a
left motor and prefrontal area (c2) that responds more strongly to transformation. Ander-
son et al. (2003) did find a very similar prefrontal region in their study of algebra. Region
c4 is a polar frontal region that responds negatively and more so when there is a transfor-
mation. Such negative responding polar frontal regions are frequently obtained in this
research (Gusnard & Raichle, 2001). Finally, regions c5 and c6 are auditory regions that
are selected mainly because of the delayed auditory peak to feedback in the transformation
condition, not a difference in overall magnitude of response. In fact, the response is slightly
weaker in the transformation condition in these areas.

Table 4d and Fig. 5d show the eight regions found to show significant substitution-by-
scan interactions in the exploratory analysis. It does find two regions that overlap with
regions predicted to be sensitive to substitution. Region d1 overlaps with the predefined
anterior cingulate and region d2 overlaps with the predefined prefrontal region. There is
also a significant left posterior parietal region (d3) that overlaps with the predefined
region; the predefined left parietal region almost showed a significant effect of substitution.
Thus, it appears that the parietal may have some involvement in the process of substitu-
tion as indicated in some of the more detailed ACT-R models (e.g. Anderson et al., 2004).
Region d4 is the right supramarginal gyrus and it displays a weaker effect in the case of
substitution. Regions d5 and d6 are in the auditory cortex and, as in the case of transfor-
mation, they are selected because of the delayed auditory peak to feedback in the substi-
tution condition. Regions d7 is in the anterior left insula. Region d8 is the polar frontal
region that is responding negatively as in the case of transformation.

By way of summary, the exploratory analyses are roughly consistent with the confirma-
tory results. Except for the failure to find an effect in the fusiform gyrus for the predefined
input-by-scan analysis, there were regions that showed all of the predicted effects. Most of
the other regions were interpretable within our analysis.

While such exploratory analyses can be important in identifying effects that might not
be found in the predefined analysis, they have a number of weaknesses. One weakness,
illustrated by the failure to find a significant effect in the fusiform gyrus, is that they are
conservative to avoid false alarms with so many statistical tests. Thus, they fail to find real

5> A lowered threshold found a homologous left region.
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effects. Another weakness is that, because the regions are selected for statistical signifi-
cance, they result in biased estimates of the actual effect size in the regions. This is why
we use the predefined regions for model fitting.

3.13. Fit of an ACT-R model to the BOLD responses

Fig. 4 already illustrated the ability of the ACT-R model to account for the exact shape
of the BOLD responses obtained in the different regions. Fig. 6 illustrates the information-
processing steps of this model for the 8 within-participant conditions of the experiment.®
This model is a somewhat simplified version of the one described in Anderson et al. (2004).
One major simplification is that all ACT-R modules took time that could be measured in
increments of one-quarter second as illustrated in the figure. As another approximation,
we have ignored the slight effects of modality of output and delay on response time and
have assumed that the timing is identical in all combinations of input and output modality.
(Fig. 2 shows the timing predictions of the model.)

We will explain all the steps in the simplest condition (no delay, no transformation, no
substitution) and then explain how the more complex conditions are elaborated. We will
also initially describe the model for the visual-manual condition and then describe how
things differ with choice of input or output modality.

Scan 1. Two hundred and fifty milliseconds are spent to encode the red asterisk warning
of the next trial.

Scan 2. The three names are presented at a rate of one per half second. Each name
requires an encoding plus a motor recoding into a finger response.

Scan 3. Two hundred and fifty milliseconds are spent to encode the instruction, which is
a number like “24” that indicates no transformation. The model then rehearses the fin-
ger responses (to give them fast enough). Then the model hits the thumb key and begins
to key out the response.

Scan 4. The last two keys of the response are issued. Seven hundred and fifty millisec-
onds later the feedback begins and the participant encodes the feedback which occurs at
a rate of one name every half second. Each name is encoded and compared to the mem-
ory of the response.

Scan 5. The encoding and comparison continues. After encoding the feedback a white
plus is encoded indicating the end of the trial.

The substitution conditions involve an extra 1.25s during which the digit instruction
denoted by the word is retrieved and the transformation conditions involve an extra
1.50 s during which two names in the sequence are re-ordered. Anderson et al. (2004) ana-
lyzes in more detail how ACT-R performs these computations but here we just treat them
as unanalyzed operations. The delay involves inserting an extra 4 s after scan 2 and before
the instruction. In line with the model in Anderson et al. (2004) the model rehearses
the digits once during this interval. This produces the interaction in the model between
modality of output and delay.

© A spreadsheet version of this model can be obtained from the Models link of our website: act-r.psy.cmu.edu.
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No Delay Delay
No Tranformation| Transformation [No Tranformation| Transformation
NoSub| Sub [NoSub| Sub [NoSub| Sub | NoSub Sub
Scan | Time
0.00| Encode-V | Encode-V | Encode-V | Encode-V | Encode-V | Encode-V | Encode-V | Encode-V
0.25
1 0.50
0.75
1.00
1.25
1.50| Encode Encode Encode Encode | Encode Encode Encode Encode
1.75| Recode Recode Recode Recode Recode Recode Recode Recode
2.00| Encode Encode Encode Encode Encode Encede Encode Encode |
2 2.25| Recode Recode Recode Recode Recode Recode Recode Recode
2.50| Encode | Encode | Encode | Encode | Encode | Encode | Encode | Encode |
2.75| Recode Recode | Recode Recode | Recode | Recode Recode Recode
3.00( Encode-V | Encode-V | Encode-V | Encode-V | Encode-V | Encode-V | Encode-V | Encode-V
3.25(| Rehearse |Substitute|Transform|Substitute| Rehearse | Rehearse | Rehearse | Rehearse
3 3.50| Rehearse [Substitute|Transform|Substitute| Rehearse | Rehearse | Rehearse | Rehearse
3.75| Rehearse |Substitute|Transform|Substitute| Rehearse | Rehearse | Rehearse | Rehearse
4.00| Motor-M |Substitute|Transform|Substitute
4.25| Motor |Substitute|Transform|Substitute
4.501 Motor | Rehearse [Transform|Transform
4.75| Motor | Rehearse | Rehearse |Transform
i 5.00 Rehearse | Rehearse |Transform
5.25 Motor-M | Rehearse |Transform
5.50 Motor | Motor-M |Transform
5.75[ Encode Motor Motor [Transform
6.00| Compare Motor Motor | Rehearse
6.25| Encode Motor | Rehearse
5 6.50( Compare Rehearse
6.75| Encode Motor-M
7.00( Compare | Encode Motor | Encode-V | Encode-V | Encode-V | Encode-V
7.25| Encode-V | Compare | Encode Motor Rehearse |Substitute|Transform|Substitute
7.50 Encode | Compare | Motor [ Rehearse |[Substitute|Transform|Substitute
7.75 Compare | Encode Rehearse [Substitute|Transform|Substitute
6 8.00 Encede | Compare Motor-M |Substitute|Transform|Substitute
8.25 Compare | Encode Motor [Substitute|Transform|Substitute
8.50 Encode-V | Compare | Encode Motor | Rehearse |Transform|Transform.
8.75 Encode-V | Compare Motor | Rehearse | Rehearse |Transform
9.00 Encode Rehearse | Rehearse |Transform
9.25 Compare Motor-M | Rehearse [Transform
. 9.50 Encode Motor Motor-M | Transform
9.75 Compare | Encede Motor Motor |Transform
10.00 Encode-V | Compare Motor Motor Rehearse
10.25 Encode Motor | Rehearse
10.50 Compare Rehearse
10.75 Encode Motor-M
8 11.00 Compare | Encode Motor
11.25 Encode-V | Compare | Encode Moter
11.50 Encode | Compare Motor
11.75 Compare | Encode
12.00 Encode | Compare
12.25 Compare | Encode
9 12.50 Encede-V | Compare | Enceode
12.75 Encode-V | Compare
13.00 Encode
13.25 Compare
13.50 Encode
13.75 Compare
10 14.00 Encode-V
14,25
14.50
14.75

Fig. 6. Activity of the various modules in the eight conditions of the experiment.
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The operations to encode the names will depend on the modality of presentation but
there are always three visual items presented—the initial prompt, the instruction, and
the final end-of-trial signal. Therefore, we have denoted these as “Encode-V” in Fig. 6
to indicate that they are always visual, independent of input condition. In addition, there
is a visual “Delay” presented at the beginning of the delay. Similarly, most of the motor
operations and rehearsal operations will depend on modality of output. However, partic-
ipants always press their thumb to indicate the initiation of output (to give a reliable and
constant measure of time). Therefore, this operation is denoted as “Motor-M” in Fig. 6
to indicate that it will always be manual, independent of output condition. Its timing
determines the latency in Fig. 2 (measured from the presentation of the instruction).

As we will explain, the time course in Fig. 6 was used to generate predictions for the
BOLD responses that we would see in the various regions. Therefore, it is important to
know how the lengths of the processes were determined. The quarter second for the
encode, recode, rehearse, and motor steps are based on established ACT-R parameters
(Anderson et al., 2005) rounded to the quarter second. The compare time was set to be
a quarter second to conform. The length of the substitute and transform operations were
determined to fit the latency data in Fig. 2.

The activity in Fig. 6 generates the predictions for the BOLD response in the various
regions. We will go through the details of how these predictions are obtained. The activ-
ities in Fig. 6 create demands at different points in time for processing in certain modules.
For instance, whenever a visual encoding is required there will be a demand on the visual
module. We represent this as a demand function, D(¢) for the module at various points in
time. D(t) is the proportion the module is active during the scan that includes z. Thus,
since the visual module is required 1/6th of the time during the first scan to encode the
prompt, D(z) will be 1/6 for the first 1.5 s of the trial. Fig. 7 displays the value of the
demand functions during the first 15 scans of the trial for each module.” Fig. 7 also illus-
trates how we dealt with the negativity at the end of the trials. We were able to model this
by assuming that the demand function went slightly negative (—.1) for 7.5 s after the cue
signaling trial end. This is illustrated in Fig. 7 by the negative values of the demand func-
tion at the end of the trial. This might be viewed as a “relaxation’ response in the region of
interest where the system allows itself to go into a resting mode during the inter-trial
interval (ISI in Fig. 1).8

One can then get a predicted BOLD response, B(f), for a region by convolving the
demand functions, D(x), in Fig. 7 with a standard hemodynamic function H(¢):

B(t) =M /.tD(x)H(t — x)dx,

where M scales the magnitude of response in this region. While this predicts a continuous
BOLD function, it is measured only once a trial and so we calculate for each trial the value

7 Fig. 7 presents demand functions corresponding to the predictions in Fig. 4. Just as the predictions in Fig. 4
are averaged over a number of conditions, the demand functions in Fig. 7 are averaged over a number of
conditions.

8 We could be modeling just a standard poststimulus undershoot (e.g., Mandeville et al., 1999) but some aspects
of the negativity in this experiment seem different from what is normally observed. In particular, the timing of the
negative response seems the same in all regions and within a region the magnitude of the negative response does
not appear to vary with the magnitude of the positive response.
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Fig. 7. Model-based demand functions for the eight predefined regions examined in Fig. 4.

of this function at the midpoint of the trial. Thus, for instance, the predicted magnitude of
the BOLD response for the first scan in the visual region will be

B(75) =M /0'75 éH(.75 —x)dx
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since the value of demand function is 1/6 and there are .75 s since the beginning of the trial
to the midpoint. Similarly, the predicted magnitude for the second scan input will be
1.5 1 2.25 1
B(2.25) = M[/0 6H(2.25 —x)dx + /15 51—1(2.25 —x)dx

since the demand function takes the value 1/2 from 1.5 to 3.0 s.

In our past research, we have used a standard gamma function for the hemodynamic
function, as is the custom (e.g., Boyton, Engel, Glover, & Heeger, 1996; Cohen, 1997; Dale
& Buckner, 1997; Friston et al., 1998; Glover, 1999):

t b
H(t) = (—) e™/s,
S
where s is the time scale and b is exponent. However, the characterization of the BOLD
response is conceptually cleaner if the simple gamma function is replaced with the gamma
function from statistics, which has the convenient property that it always integrates to 1:

ta—le—t/s
H(t) = ————
0=

where I' is the gamma function (the factorial is a special case: for integer a, I' (a + 1) = a!)
The mode of the statistical gamma function is (¢ — 1) * s, the mean is a * s, and its var-
iance is @ * s°. One can convert from the first formulation to the second by setting
b =a — 1 and changing the magnitude scale. However, this formulation makes magnitude
values, M, more comparable across regions that might vary in their exponent and time
scale.
All the regions except the auditory were fit using a constant value of 4 for the exponent
a and a constant value of 1.54 s for s. For the auditory region a = 8 and s = .634. Slightly
better fits are possible with non-integer values of a, but we preferred to have an integer
value. The magnitude, M, parameters are: Visual 2.38%; Aural 2.22%; Motorl 3.16%;
Motor2 2.22%; Parietal 1.79%; Prefrontal 1.15%; Cingulate 2.90%; and Caudate 0.56%.
Part (a) of Fig. 7 illustrates the demand function for the visual area. Note that the visual
module responds to a demand for active processing of input and does not generate a
demand just because visual information is on the screen. This distinguishes the fusiform
area from the primary visual cortex, which presumably simply responds to visual input.
In general, the modules in ACT-R only create demand when engaged in active processing.
Part (b) of Fig. 7 illustrates the demand function for the aural area. It is involved when
encoding or recoding an auditory stimulus and when outputting vocally—in the later case
reflecting hearing ones own speech. The aural region was the one area that could not be fit
with the same @ and s parameters as the other regions. For this region a = 8 and s = .634.
This results in a hemodynamic function, H (¢) with almost identical times to peak (4.44 ver-
sus 4.60 s for the other regions) but a substantially reduced standard deviation (1.79 versus
3.07 s). This difference is apparent empirically in the much steeper BOLD responses
obtained in this region. One reason for this is the fact that the there is little variability
in time at which auditory input is processed. Presentation of auditory input is under exper-
iment control, not participant control. On the other hand, the timing of the non-percep-
tual modules will vary from trial to trail around the means in Fig. 6. While the timing
of the visual input is externally determined, participants have more freedom in when they
will attend to it. The greater variability in the timing of events maps onto greater variabil-
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ity of the hemodynamic function. In a study, where we collected hemodynamic responses
associated with fairly tightly timed button presses (Kao et al., In preparation) we found a
hemodynamic function for the motorl region very much like the one estimated here for
the auditory region. The values in the Kao et al., paper were a =7.8 and s =.8. The
parameters from this experiment are very similar to the parameters estimated in Anderson
(2005) that fit similarly variable times—that paper estimated ¢ = 4 and had estimates of s
about 1.5.

Parts (c) and (d) of Fig. 7 show the demand functions for the motor and vocal areas. These
regions are close by and so we estimated .36 of the hemodynamic demand felt by the manual
area was felt by the vocal area and vice versa. In addition, there is still one key press in the
vocal condition contributing to the demand function for motorl manual area.

Parts (e) and (f) of Fig. 7 show the demand functions for the parietal and prefrontal
areas. Both are involved in rehearsal as indicated by the significant effect of delay. We have
generalized this to involve these regions wherever there is recoding, rehearsal, or compar-
ison in Fig. 6. They differ, however, in the fact that the parietal is involved in transforma-
tion and the prefrontal in substitution. Thus, the predicted BOLD responses in parts (¢)
and (f) of Fig. 7 are similar except that the parietal shows an effect of transformation
and the prefrontal an effect of substitution.

Parts (g) and (h) of Fig. 7 show the demand functions for the cingulate and caudate
areas. While the ACT-R model expects an effect of both substitution and transformation
for these regions, Fig. 7 breaks the data out as a function of substitution because this was
the factor that showed the larger effects in the data. Fig. 6 does not explicitly show the cin-
gulate tracking changes in control states or the caudate tracking production rules, but
these activities can be calculated from properties of that figure. The cingulate is engaged
whenever there is a change of the control state to enable the next major stage of the
task-encoding, bridging delay, substituting, transforming, rehearsing, responding, and
checking the answer. We estimated that each of these control changes produced .5s
(two of the quarter second units in Fig. 6) of activity in the cingulate. The caudate, track-
ing production rule firing, is just a finer grain version of the cingulate—a production fires
whenever there is a change in Fig. 6 and we assume this occupies the caudate for a quarter
of a second.” Most activities in Fig. 6 just occupy a quarter second unit but the substitu-
tion and transformation units occupy more. The periods of substitution and transforma-
tion are periods of relatively little production firing and long waits until the retrieval
module completes substitution or the imaginal module completes the transformation. A
difference between the predictions for the cingulate and caudate is that we expect a rela-
tively large effect of substitution and transformation on the cingulate because they require
one more control state change among few such changes, but a relatively small effect on the
caudate because substitution and transformation require just one more production firing
among many.

Fig. 7 specifies our assumptions about the role of each of these regions in the perfor-
mance of the task. To review these assumptions are:

 In ACT-R the actual time per production firing is .05 s but in a more detailed ACT-R model might have
multiple productions firing in a quarter second interval. On the other hand, the large estimate of a production
firing time might explain why our magnitude estimate (0.56%) is the lowest for the caudate.
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(1) The perceptual areas respond strongly to the perceptual demands of the task but not
the cognitive or motor demands of the task.

(2) The motor areas respond strongly to the motor demands of the task and are involved
in rehearsal but not the perceptual or other cognitive demands of the task.

(3) The parietal area responds to the need to manipulate problem representations and
the prefrontal region to the need to perform memory operations. Neither responds
to the perceptual and motor demands. The regions are also involved in rehearsing
the material.

(4) The cingulate and caudate are only involved in the cognitive demands of the task and
do not respond in any way to the perceptual or motor demands.

The previous statistical analyses supported these conclusions in terms of which factors
had effects and which did not (e.g., see Fig. 3). This modeling enterprise tests how well a
theory embodying these assumptions can come up with a rigorous account of the BOLD
response in these regions. This raises the question of how to measure the match between
the data and the fits based on the theory. Fig. 4 reported the correlations between the data
and the theoretical fits and in all cases the correlations are high, confirming what is appar-
ent from visual inspection. However, the match is not perfect and there is the question of
whether to attribute the differences to random noise or systematic deviation between data
and theory. Anderson et al. (2003) suggested using chi-square statistics, which measure the
degree of mismatch against the noise in the data. They are calculated as

2 Zi(Xi _Xi)z
X - S2— )
X
where the numerator is the squared deviation between prediction and data and the denom-
inator is estimated from the interaction between conditions and participants. We calculat-
ed this for the 8 fits in Fig. 4. In this case, the statistic can be treated as having 75 degrees
of freedom, calculated as the 78 data points minus the three parameters estimated for the
BOLD function.'® As Anderson (2005) discusses, the chi-square statistic is not a perfect
measure of fit but it does serve to alert us to when we should be taking deviations serious-
ly. With 75 degrees of freedom a y” value greater than 96 is significant. Four of our regions
show significant deviations by this measure:'!

Motorl: The chi-square is 125.8. The principle problem is that it predicts the manual
conditions will peak a little sooner than they do while it predicts the vocal conditions
will peak a little later than they do.

Parietal. The 4 is 131.9. The principle problem is that the model over-predicts the effect
of transformations.

Cingulate. The 4 is 119.9. The principle problem is that the model predicts a difference
between the delay and no-delay earleir than it appears in the data.

10° Actually, this might be viewed as having more degrees of freedom because the fits are constrained to share the
same a and s parameters except for the aural region.

1 The Xz for the other regions are 85.9 for the visual, 58.1 for the aural, 73.3 for the vocal, and 45.0 for the
prefrontal.
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Caudate. The y° is 243.8. The principle problem is that the model predicts the response
will go down to baseline more slowly than observed.

It would be possible to propose more elaborate models that “fixed” these problems, but
the assumptions of such models would be ad hoc, just motivated by the deviations. In our
view, the overall match up between theory and data is compelling, but these statistical tests
serve to alert us to the places where something else is happening. These points of deviation
may prove to be significant if they can be given motivated theoretical interpretations.

4. Conclusions

With respect to the issue of the modality-specificity of cognition, this research has yield-
ed an answer more articulated than simply that all of central cognition is based on percep-
tual-motor processes or that all of central cognition is abstracted away from the conditions
of input and output. There seemed four levels of involvement of brain regions in periph-
eral processes versus central at least in these experiments. The perceptual regions (auditory
cortex, fusiform gyrus) seemed only to respond to perceptual factors. The motor regions
seemed to be involved in rehearsal as well as output. Two of the cortical regions (left pari-
etal, left prefrontal) seemed to be involved in central functions but their lateralization sug-
gested that they were seemed tied to the verbal nature of the material. The final two
regions (caudate, cingulate) seemed to be completely abstracted away from conditions
of input, output, or verbal content and serve simply general control functions. While these
eight regions hardly exhaust the brain, they proved to be a sufficient number to establish
all possibilities occur on the embodied-versus-abstract continuum.

Much of the research emphasizing perceptual-motor aspects of cognition has been con-
cerned with the nature of concepts, particularly in language. Our experimental task is quite
artificial and has no obvious connection with the conceptual structure of language. Else-
where (Anderson et al., 2003) we have developed the connections between this task and
the symbolic manipulations that are part of high-school algebra, but algebra is itself an
abstract domain. Part of the difficulty of algebra for children is the further abstraction it
requires from their previous mathematical activities. So, the research in this current paper
does not really challenge the conclusions from much of the research emphasizing the
perceptual-motor character of thought. However, it suggests there are limitations to these
conclusions as we go to some more abstract human intellectual activities.

This research adds to the growing consensus about the function of these eight brain
regions. In the case of the perceptual and motor areas, their associated perceptual and
motor functions are hardly news. However, it is still newsworthy to offer further evidence
that the parietal seems to play a representational function, the prefrontal a retrieval func-
tion, the cingulate a control function, and the caudate a procedural function. It is also
newsworthy that the perceptual and motor areas play relatively little role in the cognitive
aspects of this task.

Some qualifications need to be made to make it clear that we are not proposing a one-
to-one mapping between these eight regions and the eight functions. First, other regions
also serve these functions. Many areas are involved in vision and the fusiform gyrus has
just proven to be the most useful to monitor. Similarly, many regions have been shown
to be involved in retrieval, particularly the hippocampus. The prefrontal region is just
the easiest to identify and seems to afford the best signal-to-noise ratio. Equally, we are
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not claiming these regions only serve one function. This paper has found some evidence
for multiple functions. For instance, the motor regions are involved in rehearsal as well
as external action.

There is evidence that the anterior cingulate is involved in other functions besides
abstract control such as error detection (Falkenstein, Hohnbein, & Hoorman, 1995; Deh-
aene, Posner, & Tucker, 1994) and monitoring of response conflict (Carter et al., 2000;
MacDonald, Cohen, Stenger, & Carter, 2000) . However, the anterior cingulate is a rela-
tively large region. Van Veen and Carter (2005) found evidence that response conflict was
handled by a more anterior and ventral region than a region which responded to what they
called semantic conflict. Their semantic conflict is not unlike our need to shift control from
one line of processing to another. Interestingly, the center of their semantic conflict region
is quite close to our anterior cingulate region (indeed our region is slightly further poster-
ior and further away from their response conflict region). Thus, it seems that, while ACC
does respond to response conflict, it is also involved in control more generally (see also
Badre & Wagner, 2004) as the ACT-R theory proposes.

This research has also shown that an information-processing model can be used to make
predictions about the BOLD responses in these regions. We have stepped back a bit from
the details of an ACT-R model (unlike Anderson, 2005) in part to make it somewhat clearer
how to map a generic information-processing model onto the BOLD response. FMRI data
are often criticized because of their poor temporal resolution. However, when one begins to
look at relatively complex tasks such as the one in this paper, the task unfolds over a suf-
ficiently long period that one can begin to perceive some of the temporal structure of the
task in the BOLD response. This is facilitated if one can introduce delays into the task per-
formance as we did here. Another virtue of the relatively complex tasks like the current is
that it tends to drive relatively strong responses, usually yielding good signal-to-noise ratios
in the BOLD responses.
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