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structured data describing archifecture. and volumetric solids), o by solv-
ing relevant problems in vision {producing a depth map from stereo cam-
eras. segmenting images, identifying objects, etc ) Virtual synthetic do-
mains may make bypassing some of the issues in vision straightforward
but this s not a given - some virtual environments may simply present an
agent with raw sensor data such as 2 bitmap In either case. the problem js
the same: producing = representation of the enviroament from raw sensot
data that the agent can use to reason with Although this representation
wilthaveits own problems (uncerlainty, incomplele information, nonmon-
tonic changes, etc ) and should not be viewed as an idealized version of
the underlying reality. it is nonetheless essential in insulating higher-level
processes from the details of lower-level processes and providing 4 layered
way for complex cognitive agents to interact with a complex world. refiect-
ing the earlier insights of Marr (1982} in the nature of visua! information
processing

Actions the agent can take in the environment range from domain-
general actions such as locomotion to demain-specific actions such as
weapon loading. and span levels of sbstraction from very low-level ac-
tions such as changing wheel actuator velocities or changing a virtual pose
to higher-levet actions such as movement from point to peint Domain-
general high-level actions such as locomotion are typically abstracted in
beth envirenments such that a simple AP with high-fevel commands will
produce equivalent movements in both a virtual environment and on a
rebotic platform.

In the cases of both perceplion and action, though the low-level imple-
mentation of an action or the processing of a sensory input wili be differ-
ent in the two domains, the high-lovel specification may remain the same.
These paratlels between real robotic and synthetic virtuat domains encour-
aged the development of a common platiorm allowing the same agents to
be developed and deployed in either rebotic or virtual domains This wilt
in tum facilitate the development of increasingly large and complex teams
of agents to populate both real world entities and virtual avatars

I ACT-I

ACT-Risa unified architecture of cognition developad over the last 30 years
at Carnegie Mallon University. Al a fine-grained scale it has accounted for
hundreds of phenomena from the cognitive psychology and human factors
literature The most recent version. ACT-R 50. is a modutar architechsre
composed of inleracting modules for declarntive memaory, percephual sys-
tems such as vision and audition modules, and motor systemns such as
manual and speech modules, all synchronized through a central produc-
Hon syslem (see Figure 8 1) This modular view of cognition is a reflection
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both of functional constraints and of recent advances in sieuroscience con-
cerning the tocatization of brain functions. ACT-Risalsoa hybndt systesn
{hat combines a tractable symbotic level that enabigs the easy specification
of comptex cognitive functions, with 2 subsymbolic level that tunes itself
to the statistical structure of the evironment Lo provide the graded _clmr-
acteristics of cognition such as adaptivity, robusiness, and stochasticity
The centeal part of the architecture is the production module A Eroduc-
tion can match the contents of any combination of buffers, m_cludzng the
goal. which holds the current context and intentions, the Fetnevn] bu:’fe_r,
which holds the most recent chunk retrieved from declarative memory, vi-
sual and auditory buffers, which hoid the current sensory information. and
the manual buffer. which hoids the current state of the motor szduie leg
watking, firing. etc) The highest-rated matching production is selected to
offect a change in one or more buffers. which in turn tngges an action in
the corresponding modute(s) This can be an.uxturnnlnnctmn (e .. move-
ment) or an inlernal action (¢ g, requesting qurmatmn ‘fm.m memory)
Relrievat from memory is initinted by a production specifying a pattern
for matching in declarative memory Each chunk computes ff”' retrieval.
with e most active chunk selected and returned in the retrieval buifer,
The activation of a ciunk is a function of ils past frequency and recency ?f
use, the depree to which it matches the requested patlern. Plu; stochastic
noise Those factors confer memory retrievals, and bglmwg:’ in general.
desirable “soft” propertics such as adaptivity lglchnngmg circumstanices,
generalization o similar situations, and variability (Anderson & Lebiere.

1998)
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The current goat is a central concept in ACT-R, which as a result pro-
vides streag support for goal-directed behavier However, the most recent
version of the architecture (ACT-R 5.0) is less goai-focused than ils pre-
decessors by allowing preductions to match to any source of informatien.
including the current goal. information retrieved from declarative memory,
objects in the focus of attention of the perceptual modules, and the state
of the action modules This emphasis on asynchronous pattern matching
of a wide variety of information sources better enables ACT-R to operate
and react efficiently in a dynamic fast-changing world through flexible
goal-dirgcted behavior that gives equal weight to internat and external
sources of infortmation

There are three main distinctions in the ACT-R architecture First. there
is the procedural-declarative distinction that specifies two types of knowl-
edge structures - chunks for representing declarative knowledge and pro-
ductions for representing procedural knowledge Second, there is the sym-
bolic fevel. which contains the declarative and procedural knowledge. and
the sub-symbolic fevel of neural activation processes that determine the
speed and success of access to chunks and productions. Finally, there is
a distinction between the performance processes by which the symbolic
and sub-symbolic layers map onto behavior and the learning processes by
which these layers change with experience

Human cognition can be characterized as having two principal compo-
nents: {1) the knowledge and procedures codified through specific train-
ing within the domain, and (2} the natural cognitive abilities that manifest
themselves in tosks as diverse as memory, reaseaing. planning, and learn-
ing. The fundamental advantage of an integrated architecture fike ACT-R
is that it provides a framework for modeling basic human cognition and
integrating it with specific domain knowledge

The advantage of 2 symbolic system like ACT-R's production system
I5 that, unlike connectionist systems for exiampie. it can: readiy represent
and apply symbolic knowledge of the type specified by domain experts
(e.g.. rules specifying what to do in a given condition. a type of knowl-
edge particulurly well-suited for representation as production rules) In
ACT-R. performance described by symbelic knowledge is mediated by
parameters at the sub-symbolic fevel that determine the avaitabitity and
applicability of symbelic knowledge Those parameters underlie ACT-RUs
theory of memory, providing effects such as decay, priming. and strength-
ening. which make cognition adaptive. stochastic. and approximate. ca-
pable of generalization to new situations and robustness in the face of
uncertainty Those gualities provide ACT-R models with capacities of in-
farence, planning. reasoning. leamning. and decision-making that are both
powerful and generai without the compultationai complexity and spe-
cialization of standard Al techniques (¢ g . Sanner. Anderson, Lebiere. &
Laveit. 2000}
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1 USING A COGNITIVE ARCHITECTURE TQ CREATE AGENTS
FOR VIRTUAL AND ROBOTIC ENVIRGNMENTS

One major goal of this work was to provide training apponents for Mili-
tary Operations in Urban Terrain (MCUT) scenarios rendered ina virtual
environment The state of the art in both commercial gaming packages and
virtual training systems is the use of finite state machines for behavioral
control Finite state machines provide simplicity of development, but at
the cost of producing brittle behavior, combinatorial explosions of poten-
tial state transitions as the number of states incrense. and low levels of
realism and variability. Teamwork among synthetic opponeats is often ei-
ther facking or cempletely absent Anecdotally, human players often learn
to game the finlte state machine and take advantage of the idiosyncrasies
of the opponents

Rather than basing behavior on finite state machines. we have chosen
1o use the ACT-R architecture as the basis for cognitive agents wilh the
inlent of maximizing reafism. adaptivity. unprediciability. and leamiwork
These properties are a natural aspect of human pesformance in many task
environments. and as such are also an inherent aspect of the ACT-R ar-
chitecture, making it a goed match for creating agents to play the rofe of
opponents in the MOUT domain in particular, and for creating agents that
simulate human behavior in general

ACT-R also provides a platform for simulating the way humans rep-
resent space and navigate about it (e g Schunn & Harrisor, 2001). Many
of the pitfalls of robotic performance in the field involve behavior that
would never be conceived of by a human in the same situation. Recogni-
tion of this has inspired the creation of robotic agents that simulate s human
in the same situation as the robot with a goal of producing robust robot
behaviors Selecting & representation of the eavironment that is psycho-
logicatly plausible enables portability by leveraging the flexibility of the
human cognitive and perceptual systems: people can effortlessly switch
from navigating their own bodies in space lo controlling virtual entilies
in a computer simulation to remotely teleoperating robolic platfiorms in
real-world environments An agent endowed with a reasonable facsimile
of the spatial and cognitive abilities of humans ought o be able to as well.
requiring changes only in the low-level layers that provide information to
and act upon the orders of that agent

i SIMULATION PLATFORMS

A major trend in modeling and simulation is the use of gaming platforms
for use in research Using 2 gaming platform to provide a virtual environ-
ment. however, provides many of the same opportunities and challenges
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reune 82 Tivo agents prepare to enter room

a5 working on a robotic platform The parailels and differences between
these two types of platforms are discussed befow

4.1 Unreal Tournament {UT) as a Platform for MOUT

The UT environment (see Figure 8 2) can easily be used 1o construct a basic
urban battlefield - buildings, the areas around themn. and the aveas beneath
them UJT supports = range of built-in weapons including those meant
to simulme mititary weapons {such as rifles. grenades, rocket launchers,
handguns. and machine guns}, as well as others that are non-violent {such
as bubble wands, nets, elc.}, either directly as part of the game oz as part
of freely available “mods ”

UT allotys for a wide range of player mobion and action Weapons canbe
Picked up. thrown down. and often used in different modes {e g . shoot-
ing fmn_: the hip with the handgun is fast but inaceurate) Players may
crouch. jump. pivot. sidestep, run, swim. look up or down, and even feign
death Messages in the form of text may be freely transferred from one
player to another. from a player fo all players on the same teamn. or from a
player to alf players in the game This allows simuiation of radio commu-
nication within a team or spoken communicalion between players

Uneeal Tournament handles multi-user games by means of a client-
server archilecture. atlowing muliple agents running on separale
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FIGURE 8. Activiviedin Pioneer P3.DX robot

machines to interact via the virtual environment The client provides static
information about the map in which the agent is playing (i e . architecture}
wherens the server sends messages to the client regarding dynamic ele-
menls, such as objects that can be picked up and other playess that are in
the immediate environmeni of the agent,

Crealing a synthetic agent involves opening a TCP/IP socket 1o the UT
server and creating a pracess that catches and handles the messages that
the server seads Any messages received or sent on a socket affect Gn.ly the
agent for which it was created. This inlerface allows for the isolation of
agents from each other. forcing interaction to take place ﬁ".nu.gh the game
itseif (e g . through lext messaging between agents). providing an equai
footing for both humans and agents

42 ActivMedia Rabotics as a Platform

The ActivMedia robolics platform is a platform for mobile robotics that
consists of controlling software and a range of physical robots including
all-tesrain robots, high-payload robots, human-inleraction robots, team
robols, and the robet used in this project: the Pioneer P3-DX. a general-
purposa robot (see Figure 83) )

Available perceptual inpuls (sensors} for the P3-DX include sonar. ladar,
contact bumpers, video camesas, range-finding infrared. stereo cameras,
and compasses and gyros {as waell as various actuator sensors) Avaifable
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action outputs {actuntors} include the wheel motors, a speaker. pan-tilt-
zoom camera controls, a gripper, and a robotic arm

The ActivMedia soltware provides APlIs that allows for access to Jow-
fevel aw sensor data and high-level processed sensor data. Similarly, ac-
tions ean be specified through the APIs as either high-level actions, such
as move loan (x. ¥} position. or low-leve! actions such as changes in wheet
molor velocity. The high-level action APls permit a straightforward
mapping of the synthetic agent AP! for ACT-R UT bots directly onlo the
ActivMedia APls

The controlling software inciudes a simulation environment for the
robot te allow faster testing and prototyping of control code withow! the
need to run the real robot., or to be in the actual location being tested The
simutated Acliviedia platform provides reasonably high fidelity and in-
cludes aspects of the real platform such as sensor neise and wheel slippage

4.3  Time Synchronization Details for UT and ActivMedia

Unlike many production systems, ACT-R exactly specifies the real-world
timing of production malching and execution to the millisecond (a result
of its role as a high-fidelity theory of human cognition) The explicit tim-
ing of ACT-R events allows for o straightforward integration of an ACT-R
agent with a real-time simutation environment At the beginning of each
cycie. ACT-R is provided with an up-to-date representation of the simu-
tation envircament, and ACT-R is aflowed to perform whatever action it
chooses The ACT-R dlock is then advanced by the amount of time con-
sumed by the action. and ACT-R will not be cafled for another recopnize-
act cycle until the simulated time has moved beyond the current ACT-R
time

The effect of this scheme is that the cognitive agent always lags slightly
behind the reat world if updates are passed from the simulation to ACT-
R at a reasonably high frequency (e.g . 10 He} the effect of this lag is
negligible (and, in fact, roughly matches the latency of the human visual
system} Thus, the ACT-R system acts on information that is. on average.
stightly out of date but is never perceived before it could exist {updates are
never early)

In the time synchronization scheme used. ACT-R is allowed to produce
an immediate aclion, subject to the communication lag between ACT-R
and the network infrastructure across which the agent is communicating
with the simulation In this case the network lalency combined with the
real time required to run an ACTR cycle approximales the schiad time
required for an action For the real-time sysiems described here, there is
no obvious need for a more complicated mechanism (the agents can, for
example. successfully track targels in real-time)
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5 THE MOUT DOMAIN: REQUIREMENTS FOR INTELLIGENT
AGENTS IN MILITARY OPERATIONS ON URDAN TERRAIN
{(MOUT) AND CLOSE QUARTER 3ATTLE {Ccon} DOMAINS

MOUT environments are distinguished from the terrainof rural battiefields
by the dominant features of densely packed manmada structures and mud-
tiple avenues of approach MOUT tactics have been developed throughthe
analysis of historical urban conflict and extrapolation to the capabitities of
modern soldiers These tactics preseribe methods for clearing blocks of
butldings, individual buildings, floars in buildings, and individual rooms
and hallways. Important aspects of ferrain in MOUT environments in-
clude fialds of view. the closely related fields of fire {which depend on the
available weapons and the field of view}, available cover and concealment,
obstzcles o navigation, available lighting. and avenues of approach and
escape Close-quarler fighting in and around buildings makes command
and control extremely difficult The main approach to this problem is to
systemaltically ciear zones in the battlefield. sector by sector. with certain
units assigned to particutar zones, and the use of ciear and explicit pro-
cedures implemented by small teams The work described here invelves
the implementation of collzborative doctrinal tactics at the level of the
individual infantry soldier by inteligent agents

Doctrinal MOUT tactics are extromuly well-defined Movement tech-
nigues taught in MOUT training specify how to move whiie reducing the
exposure to enemy fire Open areas between buildings are crossed along
the shortest possible path. Movement inside building haltways is done
atong the walls instead of down the center of the haliway with support-
ing personnel leapfrogging each other. afternaling covering and moving,
Cieating technigues specify which teammates will direct fire wherse, and
how to arrange wnits prior to roem entry.

As an example of the specificity involved in this tralaing, in a doctrinal
room entrance. a pair of spidiers assumes a “stacked” position along the
watl outside the doorway The lead soldier dizects his weapon towards the
far corner whereas the second soldier steps arcund and behind them and
tosses a grenade into the room The use of a grenade is signaled to other
assault team members nonverbatly if possible. butolerwise verbally After
grenade detonation, the first shooter steps through the doorway (one step
away from the wall. two steps inj and clears their immediale area using
waapon fire H necessary The second shooter (wha was stacked behind)
steps through the doorway, buttonhaoks, and clears their section of the
room. Both shooters start from the outside comers and rotate towards the
center wall. eventually converging after supressing any threats A second
two-person team provides covering fire and security in the hallway behind
the First team The clearing team and covering leam alse communicate
with a serfes of doctrinal statermnents. such as “Clear,” "Coming out.” efc
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Though there are many variations, it is worth noting the explicit nature of
the teamwork involved

Clearing hallways is similarly well specified To clear an L-shaped hall-
way, a team of two soldiers wil each take one wall of the initial portion of
the hall The soldier on the far wall will advance to just before the inter-
section: whereas the soldier on the near wall paratlels s movement. The
soldiers then, on a signal. move together into the haltway, one crouching
and the other standing. clearing all targets

Modeling the continuum of behavior from structured doctrinal behavior
te unstructured reactive behavior allows testing a range of opposing force
behaviors against the expected doctrinal strategy. Unlike friendly force
behaviors, opposing force behavior is not well specified and ranges from
coordinated. planned attacks by well-trained forces who carefully ain their
weapens to disorganized sporadic attacks frem enernies using the “pray
and spray” weapon discharge technique Thus. opposing forces should be
capable of using doctrinal techniques. but also should be free to diverge
substantially from them

51 Doctrinal Approaches to Building Clearing - Case Study:
Clearing an L-Shaped Hallway

The vignette described here involves a pair of soldiers starting at the end of
an L-shaped haliway whose mission is to clear the fioor of opposing forces
The friendly forces employ docizinal tactics and first clear the hatlway it-
seil using the covering moverments described earlier. The clearsd halbway
presends the soldiers with several doorways The soldiers then stack them-
seives at the doorways, enter the room (alse described earlier}. and clear
any inner rooms discovered.

Opposing forces return fire if they are comered or run and escape if
they can {while firing some poorly aimed shots} These forces are very
reactive compared ip the friendly forces Their planning is limited to the
hiding spots and defensive positions they initially assumed - their goal is
to defend the butlding they are in As they spot the entering soldters, they
hastily fire a shet or two while faliing back When cornered. they dig in
and fight (one of many possible scenarios)

52 Sample ACT-R Models

An overalt ACT-R medet for building clearing involves components that
handle route planning (e.g . ¢lear the first floor, then the second. ete ), spec-
ify what to do on hestile contact. and include doctrinal approaches lo
rany subtasks within the demain Space limitations preclude detailing a
complete building clearing agent. so instead agenis involved in clearing
an L+shaped hallway will be focused on clearing it The possible actions
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encodad by agents that are faced with an Leshaped corner ina haliway will
be detailed for one set of attacking agents and one sel of defending agents.
Below are English abstractions of some of the relevant productions used
in ACT-R models for the attacking force and the opposing force:

Opposing Force Sample Productions:

1 if there is an enemy in sight and there is no escape route then shoot
at the cremy

2 if there is an enemy in sipht and there i5 an escape route then set a
goat to escape along that roufe

3 if there is a goal to escape along a route and there is an enemy in
sight then shoot at the enemy and withdraw along the roule

Attacking Force Productions {a space is 2 room or haliway):

1 ¥f these is o goal to clear a buiiding and there is an entrance to the
current space that has not been cleared and it is closer than any other
entrance 1o the current space that has not been cleared then seta goal
to clear the adjoining space through that enirance

2 If there is a gont to clear a space and an enemy is in sight then shoot

at the enemy.

If there is a goal to clear 2 space and 1 am the lead shooter then take

up position on the near side of the entrance 1o that space

i there is a goal to clear a space and [ am the second shooter then

get behind the Jead shooter

If there is a goal to clear a space and { am the lead shooter and |

am positioned at the entrance and the second shooter is positioned

behind me then signal to the second shooter {o move. step inlo the
entrance. and clear the arca to the feft,

1 there is  goal to elear a space and T am the lead shooter and 1

am posttioned at the entrance and the second shooter is positioned

behind me then signal to the second shooter to mave. siep intoe the
entrance, and clear the area to the Tight

if there is a goal 1o clear a space and the lead shooter has signaled lo

enter the space then step into the entrance and clear the area to the

opposite side of the lead shooter

If there is 4 goal te clear a space and § am the lead shooter and there

is no enemy in sight then pan towards the opposile corer

If there is a goal to clear a space and [am the fead shooter and [have

panned to the second shooter and there are no enemies in sight then

signal to the second shooler that the space is clear and note that the
space is cleared

if there is a goal 1o clear a space and the current space is cleared and

these is no cther entrance to the space that has not been cleared then

remove the goal to clear the space and retuen to the adjoining space
through the entrance

w

-

o

(=3

~&

s

[~

1

=

Cognitive Agends futeracting in Real and Virtual Worlds 197

Note that productions 5 and 6 differ only by which way they specify to
move This allows for variability of behavior - vither of these two produc-
tions can match the conditions for entering a room The condlict resolution
pracess will decide which of these productions will fize in any given sit-
uation The basis for that decision will be each production’s utility Those
utitities, even if the system leamns them to be different. have a stochastic
component that will make the choice probakitistic. though not random
because it is sensitive to the quality of eack choive

& GETTING AROUND THE VISION PROBLEM

Much of the previous discussion presupposes a working real-time per-
ceptuat system that provides a useful description of where enemies and
friendly forces are. and how the surrounding azchitecture is arranged
Although substantial progress has been made in the field of computer
vision in the last decade. real-time algerithms for space perception and
object identification are not yet realities This necessitates bypassing the
vision problem In many synthetic envirorments, object identity and loc-
ation are passed to agents in the domain as structured symbolic data
rather than as image-based data This allows these agenis to perform as
if they had the resuits of high-level vision In robotic domains it is more
common te develop a special-purpose sensor and provide a distinet cue
for that sensor in the iocation where the object of interest is For exam-
ple. a sesearcher could hang a large blue square on a piano and identify
ali large blue squares as pianos Alternatively, a researcher could place
a radio beacon on a location and identify that location as the piece of
cheese it a maze (or the intercontinental ballistic missile to destroy} In
both of these examples, the robol does not perceive the actual target of
the identification, but rather an casier-lo-identify stand-in. This section
will elaborate on the methods used for the ACH-R MOUT agents and
the ACT-R ActivMedia agents for getting from the basic sensor data pro-
vided by the simulation to a high-level represontation usable in a cognitive
agent

61 TExtracting Cognitive Primitives in Unreal Tournament

For an agent to navigate and act within a space it must have a represen-
tation of the environment that supports these actions, with more com-
plex planning and teamwork requiring a more complete representation of
space This representation can be constructed from basic elements available
within the particular virtual environment. in this case UT

‘The representation we have used is generated from a process that con be
divided info two parls: (1) a lew-level implementation-dependent feature
extraclion process, and (2) a method for transiating this to 2 model-level
representation usable by the agent Although the extraction process will
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vary for each environment the abstract representation is imnplemeantation-
indepandent Implementations on other piatforms would focus on extract-
ing low-level primitives available in that environment and mapping them
onto the modai-leve! representation

The low-level spatial primitives available in UT are fairly sparse. be-
ing limited primarily to a range-finding mechanism The chalienge was
to use this mechanism lo actomatically build up a cognitively plausible
representation of space that could be used across platforms

6.2 Sampling the Space

One of the messages that can be sent from an agent is a request for informa-
tion on whether a particular point in UT space (using a three-dimensional
1. y. = coordinate system) i reachable in a straight line {rom the current
location of tie agent This mechanism can be used to determine the bound-
aries of walls Given a cusrent location, it is possible lo extend a ray out
from this point and at vasious points along the ray query the UT engine.
Eventually. traveling out on a ray from the cusrent location. because & Ut
levet is a Ginite space that is bounded by unteachable borders, a point wilk
be far enough away that it is unreachabte The transition from reachable to
unreachable defines a boundary between open space and some selid object
(e g.. a wall} (see Figure 8.4)

From a particular location. an agent can perform this range sensing in
any direction (this is analogous to Jaser range sensing as provided on the
ActivMedia platform} By standing in une place and rotating, as agent can
determine the distance to the cuter edges of the space it is in 1f an agent
also moves lo other patts of the space. it is possible to sample all of the

FIGURE 6.4. Sampled range sensing data
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available spaces in a UT level The medel reported here uses three-
dimensional sampling to allew for the detection of upward sloping ramps.
stairs, elc

6.3 Converting Sampled Paints to a Line Segment Representation

The ActivMedia platform provides utility programs to produce a line seg-
ment representation from sampled sensor dala, reducing this process to a
single step. Unfortunately, the Unreal Tournament environment does not
provide this facility, making the derivation of a line segimont representation
from sensor data a more laborious process, described in detail here
Given a set of points that fall along walls en a map, determining which
point falls on which wall and how to group them can be solved asing a
method known as the Hough transform (e g . Hlingworth & Kittter, 1988)
The equation of a line can be represented in te following parametric form:

r=xcosé + ysind

In this form, r represents the distance from the origin to the line slong the
normal, and theta (6} represents the angle between the normat Lo the line
and the x axis

With a large number of poinls, it is possible to search the parameler
space for line equations that many points could potentiaily fall on Using
this technique. each individual peint will provide severa values of r as
theta {8) is ierated across Given a particufar 1, y. and theta. the resulting
r gives an index into the accumalator array that is incrementad to Indicate
a solution for this point These parameters (¢ and theta) represent the lines
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sigune 4.6 Candidate fines veled for by points

crossing through that peint If two points in space are processed in this
way, each will individually vote for several values of R and theta, but the
only value of 7 and theta that receives voles from both points wiil be the
fine they both fali on

Continuing this process with each new peint, the accunslater array wiil
be incremented the most at focations correspondiag to ling equations that
cross through many of the points, resulting in a set of cells that correspond
to lines that intersect large numbers of the input points

64 An Autonomaous Magping Apent for UT

Based on the sensor to line-segment process described in the sections
above. we developed an autencmous mapping agent for UT that navigates
the environment and gradually builds a representation of the space (see
Figrure 8.7).

Using the range-sensing data as the only spalial primilive. and a
Hough transform to detect straight lines within the data. o cognitive-level
description that consists of walls, corners, rooms, and openings is
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FIGURE 47 AUlDNDIMOUS Mmapping process
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constructed From this static representation, the dynamic perceptual pres-
ence of architectural primitives relative to the agents’ current lecation can
be determinad in real-time {Best et ai . 2002)

65 Mapping for Activiedia Robolics Platforms

The robotic platferm presents a nearly identical chatlenge fo UT in sam-
pling thespace Unlike Unreal Tournament. however. the ActivMedia plat-
form provides direct support for obtaining a line-segment representation
of a particuiar environment. making the development of an automated
map-building agent unnecessary Mapping may be accomplished in sev-
eral ways on the ActivMedia platform The robots are packaged with a
utility that allows them to randomly wander, sampling the space as they
go Due to the lack of guidanee in this wandering. maps derived in this
way are often very incomplete The alternative. and likely the most com-
mon approach. is for a human operator to teleoperate the robot during this
process In this case, the operator essentiaily pilots the robol around the
spaces to be mapped. ensuring the robot enters sll of the corners, openings.
and dead ends to provide complete coverage of the space

6.6 Data Structures: Line Segments, Bounding Volumes, and Binary
Space Parlitioning Trees

At this point in building the spatia} representation, there is a set of wall
segments defined by endpoinis and openings {doors) aligned with those
wall segments Searching for the watls that bound a location and deter-
mining which watls are visibie from a particular lecation can be aided by
a data structure called a binary space partitioning tree {BSP tree)

A BSP tree represents space hierarchically. In the bwo-dimensional case,
each node in the tree subdivides the space recursively with a splitting
plane aligned with a wall segment The root node in the BSP tree divides
the whole plane with a line. Glven the normal to that line, every point
on the plane is either in front of. behind. or on the line This node has
two children: one child further subdivides the front half-space of the plane
whereas the other child subdivides the back half-space of the plane This
recursive subdivision continues until all of the segments have been used as
splitters. The resulting data structure prevides @ means for computation-
ally efficient determination of visibility determination that can be used o
quickly determine the visible surfaces of the space surrounding an agent

6.7 Algorithms for Calculating Analytic Visibility

Although many algorithms for calcuiating analytic visibility exist. many
of them are ton computationally expensive to be used in real-time. One
way around this difficulty, and the approach we have taken here. is the
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ELGURE 58, 851 Tree Splits map along wall segments.

use of a BSP tree for computing visibility. The primary benefit of the BSP
tree representation is that it guarantees that an in-order tree traversal will
draw edges in the tree in either front to back or back te front visibility
order, so that no edge wili ever be drawn before a polentially accluding
edgeisdrawn Thisallows the fastealcutation of walls and ebstructions vis-
ible From a particular vantage point by traversing the tree in-order, which
results in drawing walls from front to back (i ¢ . closest walls first), and
short-circuiting the process when all of the space around the agent is en-
closed by an occluding wali This technique is an extension of a z-buffer
technique where the tree traversal is done when all of the pixels in the
buffer have been drawn once

7 COGNITIVE REPRESENTATION OF SPACE AND PERCEPTION:
FCOCENTRIC AND ALLOCENTRIC REPRESENTATIONS
QF DISTANCE AND BEARING

To petceive, react. navigade, and plan. it is necessary for the agents to have
a rcbust spatial representation Like people. agents can represent things in
two fundarmentai ways: where something is relative to the agent’s focation.
or egocentrically (e g . something is to my left); or where something s in
absolute terms relative to a werld coordinate system. or allocentrically
(e g, something is at a particular latitude/tongitude)

The egocentric representation of an item used includes both the distance
to the item and relative bearing, in both quantitative and qualitative terms
{see Figure 89) A qualitative distance is how distant something is refative
to the current visunl horizon. and ranges across a set of logarithmically
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FIGURE 39 Coegnilive representation of space used by agents

spaced rings denoted “here,” “near,” “far.”and "very far,” whereas a quan-
titative distance is the distance to the objectin numerical units (e g . 7 meters
away} Bearing is represented quantitatively as abselute compass bearing
to target relative to current arlentation (e g . 30 dogrees to the left. 5 degrees
up). and qualitatively as "right.,” "left,” "ahead.” "behind,” or any of the
four intermediate bearings “shead right.” “ahead lefe.” “behind right.” or
“behind left

The allocentzic representation of an items includes the location of an ilem
in the world coordinate system (in this case. x, y, and 2} and potentially
its orientation relative to that coordinate system {pitch, yaw. and rofl - the
angles relative to the axes) An allocentric represeatation is particularly
important in reference to maps (which are typically defined relative lo
serae world coordinate systern), and correspondingly to navigation tasks

Many of the doctrinal nsles for MOUT can be spelled out cleatly using
an egocentric representation. For example. the following describes how lo
employ the cross method of clearing a room:

Wiien employing the cross methed. twe Marines position themselves an either
side of the entryway, Each Marine faces inte the room covering the comer of the
room oppesite his position On a prearranged signal. aach Marine allernately enters
the room Encly Marine crosses qaickly to the opposite corner while covering lhe
half of the room toward which he is moving. Once in the near cornar. he assumes
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an outbonrd kneeling position to reduce his sithouette and continues to maintain
caverage of his haif of the room (MWCE, p A-30)

Howeves. for other purposes. the use of an atlocentric representation
is preferable fo an egocentric representation For instance. tasks such as
navigation need a representation of the features in a global frame of ref-
erence that allows for computations (such as the path between a given
room and the exit of the building) independently of the current location
and its immediate environment The chalienge is to integrale the two rep-
resentations, using each where it is best while maintaining consistency
between them That integration takes the form of an accumulation of ego-
centric information provided at each instant that is particutarly useful for
reactive behavior into a global. persistent map of the environment inan al-
locentric representation suitable for navigation and other global planning
behaviors

8 NAVICATION

Navigation is one of the most essential fasks an agent must undertake
in a spatial environment Navigation is accomplished through cembining
basic locomotive behaviar with the immediate results of perception - that
which is perceived at that moment - and interaction with 2 memory-based
cognitive map of the environment

B.1 MNavigational Primitives

Locomotion is simply moving from one location Lo another This is a fun-
damental behavior that need not be attended to once it is initinted. and
thus rmay occur in parallel with other activities. The basic behavior of lo-
comalion involves commencing movement to a focation. the continuation
of that movement while not at the destination. the abandonment of that
movement if an obstacle. or theeat is encounlered or a change in plans
is initinied. and the cessation of movement upon arrival at the destina-
ton Locomotion can be performed in several modes: walking, running.
stalking, and sidestepping while facing another direction

87 Higher-Order Navigational Behavior

Higher-order navigatiorat behavior involves an interastion of thecognitive
map of the environment (the allecentric reference frame) with the current
visual scene (egecentric cues) and memory for goals and past events {paths
followed and destinations) As such. it represents a significant theoretical
chatlenge in both cognitive psychology (Klalzky, 1998} and robotics {Beetz.
2002; Frank. 2000).
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Agents in this sitnulation use a node-link representation for rooms and
pothways between them Attacking agents build ap a representation of
rooms visited and episodic traces of items and other agents seen there
When moving from the current room through a doorway lo 2 new oom,
theagent creates a chunk in declarative memory corresponding to that path
allowing an overall map te be built Defending agents, who are assumed
to have intimate knowledge of the area to be defended, are given a com-
plete representation of the rooms and pathways connecting them allowing
them to fluidly and quickly choose paths for attack and escape that reat
defenders would have knowledge of (but attackers would not)

83 The Interaction of Memory and Perception in Navigalion

Although memory for paths exists in a complete form in the defenders’
declarative memories, the attackers may be forced to rely on other meth-
eds In addition to remembering the path foliowed, attackers may also
encode individual moves at particular situations This is similar to the
heuristic applied by some people who “retrace their foolsieps” when try-
ing 1o find their way. These previous moves include actions relative to
landmarks {e g . turn left at the L-shaped hall). actions relative to an allo-
centric frame (¢ g . proceed at a compass bearing of 50 degrees), or actions
relative to an egocentric frame (2 g, turn left 45 degrees) These represen-
tatiens are complemantary, and are typically used by people as the context
atlows Landmarks are often preferred. bui in a situation where landmarks
are impoverished. people quickly adopt the other strategies If going lo
a house in a subdivision where all of the houses took alike. people com-
manly depend on memory for the moves such as “turmn left at the second
street in the subdivision and go to the fourth house on the right * In a
navigation context. an aliorentric frame such as that encoded ina map s
often used This is particuinsly useful in military situations for exchanging
information about threats, destinations, and movements, because allocen-
tric coordinales such as GPS coordinates are unambiguous, whereas ego-
ceatrie coordinates depend on knowing the egocentric orientation of the
perceiver and are therefore often less usefut

9 COMMUNICATION

Planning. as presented above. requires at the least the ability for agents
lo signat each other We have provided a grammar that the agents use
to communicate that includes signaling. acknowiedgment, sending and
receiving orders, communication of intention, and specification of the type
and location of a contact (e g.. friendly fire. from location {x. y. =3

The most fundamental of these, simple communication, involves the
passing of signals and the acknowledgment of their receipt For example,
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saying “On the count of three. go~ reguires the receipt of the signal
“three” while ignoring other signals in the UT environmaent. this is im-
plemented by passing lext messages between the agents. Although the
agents could have passed tokens in a coded language. the agents use actual
Engtish phrases for rendability and extensibility to interactions with human
players

The passing of orders initiates execution of schematic plans. These plans
inciude actions such as clearing an L-shaped hallway, supplying covering
fire. moving to a particular location. standing guard. providing assistance
in storming & particular room., or retreating from overwhelming fire These
schematic plans depend on dectrinaily defined simple communications
For example. when storming a room, attackers typicatly “stack” outside
the doorway. Attackers in front are signaled by the attackers behind that
they are in position to enter the room. obviating the need 1o furn away
from a potentially hazardous entrance at a critical moment. Although it is
possible for real combatants to signal each other non-verbally {e g . wilh a
touch on the back), agents in this environment are limited to the passing
of lext messages.

In addition to erders, agents can aiso share information. such as a spot
report of enemy activity A spot repert includes a brief description of the
enemy forces spotted inchuding thelr numbers and armament if known.
their location. and their movement (if any) Other agents may use this
information to provide coordinated ambushes and attacks

10 IMPLEMENTING PLANNING AND THAMWORK
IN ACT-R FOR MOUT

Within the framework developed for this project, a set of productions in-
terprets the schema within the current context. leading to a lteral inter-
pretation of the schema for that context. In this way, an abstract plan plus
a context results in a set of concrete actions This allows the abstract plan
1o be fairly brief and vague until the agent actually selects it to be put into
action, At that point. the pian will be instantiated in a manner consistent
with the details of the eurrent situation

The current modeling effort inciudes plans for a team of two for clear-
ing: rooms with and without doors, halls, L-corners, T-intersections, and
stairs In addition, plans are included for advancing and retreating in a
teapirog style. and for firing a defensive shot in an attempt to cause casu-
alties immediately prior to escaping (cut and run) A sample chart of the
interactions of two agents clearing an L-shaped hallway is presented in
Figure 8 10

Al each step of the plan, agents perform an action, communicate. or
wait for a predetermined signal or tength of time before moving on 1o
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their next action In this way, the agents synchronize their xctions taking
turns appropriately. The plans the agents adhere to are not ad-hoc but in-
stead come directly from doctrinal MOUT documents Doctrine typically
net endy specifies how one agent should be positioned relative to ancther
for activities such as clearing L-shaped hails but even specifies the exact
language to be used in this situation. This knowledge is typically a set of
steps spelled out in declarative form with the particalar actions, triggers,
and synchronization of action ali clearly defined Given the cookback na-
ture of some of these doctrinal maneuvers, we noticed an opportunity to
create an authoring tool to aid in the conversion of doctrine to cognitive
models

The modei for the agents doscribed here was authored like 2 typical
ACT-R model However, the knowledge structures, especially declarative
chunks of information and production rules, were swritien using an abstract
notation rather typical of production systems Table 8 1 presents a typical
example of a production rule and refated chunks:

The production implements the sequentiaf retrieval of a piece of an
actton plan. and the declarative chunks rapresent some of those action
pieces The situation involves two agents, 1. for Leader and F for Follower.
moving in coordinated fashion through a sequence of positions and ac-
tions, as shown in Figure 810 Their various positions are indicated by
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TABLE 8.1, Production Rule Used in Planning and
Relewant Chunks Representing 2 Flan

{p get-next-aciien {azctionll
=goal> isa action
isa action plan1
plan =plan index 1
indes windex Ilype move
type nil argument 13)
argument nil (action 12
=actions isa aclion
isa action plan1
plan =pian index 2
index =index type wait
type =type atgumuent go)
argument =argument {actionl3
mm isa action
=poal> pian i
index (1+ =index} index 3
type =type type end

argument =acgument)

argument none}
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TADLE 8.2 Schemetic Plon for Clearing ant L-Corner.

{p get-nexi-action {action-L.1
egoaly isa action
isa aclion plan take-L-comer
plan =plan indox 1
index =index type miove
type ni argument inside-corner)
argment nil {action-1.2
=action> isn action
isa action pian take-L-comer
plan =plan index 2
index =index ype wail
type =type asgument go)
argument =argument {action-13
e isa zction
=goat> plan take-L-comer
index {1+ =index) index 3
type =type type move
argument sargument) argument around-corner}

an index Solid arrows between successive positions indicate movement
Dotted arrows indicate when an agent wails for the other to have per-
formed an action {such as reached a position) to proceed with the next step
of its plan Dashed arrows indicate synchronized actions between the bwo
agents Other codes specific lo the domain can be added to the graphical
interface in a moduiar fashion

All those codes transform readily intoa piece of the plan for eachagent as
encoded in declarative chunks in Table 8.1 Each chunk contains a number
of slots. The index of the plan, plan. and the index of each action. index.
can easily be supplied automatically by the interface The nature of the
action, type. depends on the code used in the graphical interface. e g o
solid line would transiate inte a move action. ete A list of interfaces codes
and associated actions can simply be encoded into the interface for each
domain The last slot. argument. is an acton quatifier. suck as where to
move, e g to position L2 This argument represents the most difficult part
of the mapping. because obviousty one does not want Lo encode o specific
location but instead one that will generatize lo similar situations (in this
case, the position nearest the corner of the L-shaped hallway) Humans,
even non-experts, usually understand readily a set of spatial relationships
between the varicus positions and landmarks to generalize them ncross
situntions, e g . to symmetrical situations The challenge before us is to
provide in the model a sufficient knowledge base to supply those spatial
relationships automaticaily

0.1 Schematic Plans

A large part of the teamwork exhibited by these agents hinges on share
ing common knowledge about how to approach certain tasks The details
o how to do this come directly from military doctrinal manuals {e g, see
MCWP in the references) and are routinely taught o trainees as part of their
fundamental training Each agent knows, as a trained human combatant
does, what actions to perform when playing any of the roles in different
scripts This knowledge is stored as & set of chunks in declaraive memory
of the agent These chunks, analogous {0 » schema, are 2 somewhat general
description of what to do in s certain situation. The details are then fifled
in by productions that interpret the declarative script given the currentiy
perceived environmental context. Table 8 2 gives an exampie of a produe-
tion that selects the next step in an action plan as well s three steps of the
lans
P Plans in which an abstract seript is filled with details later are sometimes
referred to as “skeletal plans,” or sometimes simply as “scripts” (Stefik.
1995) We have chosen to use “schematic plans,” because the pians we are
deaiing with here have a spatial component. and are most easity visualized
using o schematic diagram .
For exampie. when clearing an L-shaped hallway, the procedure for
clearing the hallway is well-defined {see Figure 8.10} A pair of attackers
will split up and take position along the front wall {apent L in the diagram)
and back wail (agent ¥} respectively Agent T then moves forward close
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FIGURE .81 Agent viswing teammate preparing la clear L-shaped comer

10 the corner as agent F walts for a signal Once in position. ngem.L sig-
nals agent F to move Agent F then advances to a position a]most. directly
across the hall from agent L At this point. agent L waits for Flo Sl$ﬂ£l§ the
nexd move Upcn agent F's signal. 1 and F simultaneously move into the
haltway, L staying close to the comer and dropping to a crouch whereas
F sidesteps along the back wall This brings both of their weapons to bear
on the haliway simuitaneously, although allowing both of them an unob-
structed field of fire including the whole haliway.

These schematic plang, then, are scripts with a spatial component that
describe how maltiple agents are expected Lo work together in a particular
situation For both human combatants and agenls, this bypasses the poten-
tially deadly inefficiency of trying to decide what lo do at each slep Each
agent knows what to do, and what to expect from a partner Signals are
predefined and the potential for confusion is relatively low The MOL{I‘
environment provides a clear example of & domain where teamwork i
explicitly taught at a fine fevel of detail A visual snapsho_t of two agenls
performing this script in UT is presented in Figure 8 11 (viewed from the
perspective of one of the agents)
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102 Hierarchical and Partial Planning

Dregto the dynamic nature of the task environment. itis not possible to fully
develop a plan prior to performing the first actions Instead. a rough plan
consisting of abstract steps is developed The abstract steps themseives can
be implemented by the schematic pians described easlier In turn. individ-
ual actions to accomplish the schematic plans are combined with elements
from daclarative memory and perception to form an action plan ca an as-
needed basis {see Figure 8 12 for a diagram of the hierarchical planning
framework) This provides flexibilily and robustiess in the actual actions
taken because they are planned with the immediately perceived contextin
mind.

This methad of planning has roots in means-ends analysis and has much
in common with skeletal planning and hierarchical match atgorithms (see
Stefik. 1995, for a discussion of this} Because the plan can be modified at
several abstract fevels, it may be better doscribed as hierarchical planning.
However, the individual action steps themseives are highly constrained
whereas the planning at the more abstract levels is less constrained. This
significantly reduces planning complexity as the sequence of action nodes
is most often predefined by 2 schematic plan The interesting implication
is that human combatants have developed schematic plans to deal with
exactly those situations that present many options In any case. this type
of hierarchical planning. modified by on-the-fly circumstances, provides
planned. goal-direcled behavior that is sensitive to context. The abstract
plan of clearing the two floors will not change under most circumstances,
but the details of carrying out these steps often cannot be known inadvance
{Schank & Abelson. 1977) This provides an efficient compromise babween
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11 PROCEDURALIZATION, GENERALIZATION. AND FLEXIBILLITY

Plans of action are represented in the form of a list of'dcclamlive Fi:g:;«:
(see Table 8 2 for an instance) each representing & l[fa.rt:cu:arl::';;:ﬂomc ton
i jon. waiting for a parter, liringata .
sucls as moving to a location. wai i Tirie e ele
i s the form iltustrated in Figure achcy
execution of those pians takes the form ) : B
i jon fir ting the retrieval of the next step ().
consists of a production firing reques eval of the > (F
the retrieval E’tseif (Ret), then one or more production firings implementing
at course of action (Pa). ‘ ) ) .
tlﬂAlthcﬂugh production firingsare quile l’ﬂpl.d {usualiy taking a:bautSQ mil
liseconds). retrieval of a chunk of information fromhd.ecinrahve mc;:smlzr);
i < hundreds of milliseconds  This correspon :
typicalty takes sevaral ! : T e eathor
i st who consistently thinks about he
poorly teained opponer . " i s actions o
i i resent a petter trained opp
than simply executing them To represes 2 air able
i nd efficiently, one can tal
ecute plans of action much more guickly a ) )
:ﬂiill:lctngeif a feature of the ACT-R architecture that compiles fonsifu h:ee
prod i i ing i i such as re-
i ther with an inleevening information reques ;
D oy ingl duction (F¢). speciatized to the task
trigval from memory. into & singie proauct . .
i cidy than the series of inlerp
at hand. which can then fire much more qui ¢ merpre:
i pne feature of declarative retrieva
tive steps that it replaced However. one e etween
ili i d situations based on simiiarihies
{he ability to generalize to relate e o]
istances. angles, nppearances, etc. Thisis qul
components suchas dis r peat: e match
i i action Rexibly to situations tha g T
o e e lized pians to retain the
igi s 2 . 10 allow proceduralized pia !
the eriginal design Therefore : plars loin the
ibili i d to provide preduction ru
flexibility of inlerpreted plans, we need 1o :
the snmgkind of Nexible matching primitives as dc::]arahvc mﬁmo:ysmm
Peshaps the most significant difficulty in authoring Pmciiuc 1;:1 ihich
models e experl systems) s specifying the conditions urnder
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preductions can apply Because of the lack of 2 conventional control struc-
ture, it is often difficult for the author to forecast exactly the full range of
symbotic conditions under which an action is appticable Morcover, in dy-
ramic. approximate and uncertain domains (such as a MOUT simulation).
the all-or-none symbolic conditions (i e either specify a spucific vatue re-
quired or else no restriction on that vahise) that determine production rules’
applicability have significant limitaticns in capturing the loose range of
conditions under which a behavior might be applicable What is desired is
the ability to specify a canonical case for which a production is appiicable.
then have the production system generalize it o related sikuations
A similar need for flexibility on matching chunks of information in
declarative memory has long been recognized and addressed with the
addition of a partial matching mechanism to memary retrieval, allowing
churks that only partially match the dasired pattern specified by a produc-
tion retrievai request to qualify for matching A chunk’s activation. which
represents in ACT-R the likelihood of a chunk being relevant to a partic-
ular situation. is decreased by the amount of mismatch. thereby reducing
the probabitity of retrieving that chunk but not eliminating it altogether
The simitarity values used in specifying partial matchos between chunk
values can be viewed as a high-level equivalent to distribuled represen-
tations (specifically. 1o the dol product between representation vectors) in
POP networks It seems logical 1o implement the same mechanism for pro-
duction rule matching, thereby emphasizing the symmetry between the
declarative and procedural parts of architecture by unifying their match-
ing mechanisms Practically, this allows pieces of kncwladge that were
specified and used a5 declarative instances to seamlessly transition to pro-
duction rules
Currently, enly production rules whose conditions malch perfectly to
the current state of varipus information buffers (goal. memary retrieval.
perceptual. et ) gualify 1o enter the conflict set Because ACT-R specifies
that anly one production can fire at a time, the rule with the highest ex-
pected wutility is selected from the conflict set as the one to fire The utility
of a production rule is learned by a Bayesian mechanism as a function of
its past history to reflect the probability and cost of achieving its goal. Ina
manner similar to partial matching in declarative memory, all rules (sub-
ject to types of restrictions for tractability reasons) will now be applicable
but the new mechanism of production rule matching will scale the utility
of a rule by the degree 16 which its conditions match the current state of
the buffers Specifically, the scale utifity (SU,) of a rule p is specified as:

SUps= U+ 3 MP Simg

caids

Sealed Utility Equatian

where LI, is the usual utility of the rule. and the penalty terms is s product
of MF, a mismatch scaling constant. and Simyy. the simifarity between the
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acluat value v present i 2 buffer and she desived value d spetified in the
production condition. summed over all production conditions Similarities
are 0 for & perfect match, leading to no change in production utility, and
negative for less-than-perfect matches. leading to decrement i utility that
Jowers the probability of the rule being selected with the degree of mis-
match The mismatch penalty MP can be seen as a regulating factor, with
large values tending towards the usual ali-or-none symsbolic matkching

Gur experiences using this mechanism, show that it succeeds in pro-
viding the desired approximate and adaptive quality for production ruie
matching All things being equal. productions will generalize equally
around their ideal applicability condition. However, productions with
higher utility witl have a broader range of applicability, up 1o the paint
where they reach their limits and failures lower thair utility, thereby pro-
viding a learning mechanism for the range of applicability of productien
rules Moreover, the range of applicabitity of a productian rule will be a
function of the presence of production rules with similac competing con-
ditions In the initial learning of a new domain, a few production rules will
be generalized broadly as all-purpose heuristics As more knowledge of
the domain is accumulzted and new production rules created. the range of
application of those rules wili be increasingly restricted

Using this modification to the ACT-R production-matching scheme. no
“hard " boundaries exist belween conditions for matching productions; the
Boundaries are instend continuous For example. if production A is appro-
priate when a doorway is to the front. whereas production B is appropriale
when a doorway is ta the left side. both productions may match when a
doorway is both ahead and to the left Althaugh specifying directions such
as "left” as o range makes it possible lo match a production: in a symbolic
system to a range of situations, specifying “lelt” as a precise direction and
altowing productions to match based on similarity to that condition allows
both ceanes specification of the underlying representation (Le. “left” is
90 degrees to the left instead of besween 45 degrees and 135 degrees to the
left). and easier authoting of the productions with a reduction in umvanted
inferactions between pieces of procedusal knowiedge In this case. if the
author later decided that a new production. production C. was appropri-
ate when a doorway was shead and to the lefl. adding the new produetion
C to the syslem would result in that production predominating over the
others without any revision of productions A and B

This feature lsas significant theoretical and practical importance. because
it imbues (e ACT-R architecture with many of the properties of a case-
based reasoning system. or a fuzzy matching rule-based sysiem {similar
1o the similarity-based reasoning propesed in Sun, 1995) Partial matching
in procedural memory allows ACT-R to awtomatically select the closest
{imperfectly} matching production in a case where no production i5 ex-
actly appropriate This provides similarity based generalization where the
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similarity metric can be determined from a psychologically appropriste
model of the stimulus domain (e g | logarithmic scales to determine sim-
ilarity in the size of geometric solids} On the practical side. this feature
allows the ACT-R pattern matcher fo select the most appropriate produc-
tion when faced witha novel situation, and can provide a substantial boost
to robustness by preventing the system from fzlling into a behavioral black
hele where. as no rule is exactly applicable. it does nothing

12 ACTION V5 REACTION

The schematic plans cutlined earlier indicate that the system is capable of
goal-directed activity However, in a real-time system such as this. the en-
vironment may change in a way that is incompatible with the current goal
As an example. an agent may have a goal to move towards the doorway
of an unexplered room 1f an enemy enters the hallway within sight, the
agent clearly shouid abandon exploration and deal with the threat ACT-R
5.0 provides a mechanism uilt into the architecture that allows for inter-
ruption by critical events - multiple buffers. In this case. a buffer is used
to keep track of any perceived threats Exploratory behavior continues in
the absence of a threal. but once a threat is perceived., the perception of the
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threat interrupts the current system goal and forces the agent to deal with
the threat (though the agent could then choose to ignore the threat, that
chaice still must be made explicitly) ’

Similarly, occasionally it is desirable to simultaneously pursue two
goals. For example, while moving from one location to another. an informa-
ticrial message may be received  Although it would be simple to abandon
the movement to handle the incoming transmission. the preferred solu.
tion is to continue the agent’s movement while handling the transmission.
This is also accamplishied through the use of a buffer for keeping track of
an initiated movement The human behavioral equivalent is driving from
place to place - often once the drive is initiated, other goal-directed be-
havior occurs without intesrupting the drive It is not that the two goals
are being serviced at the same time but that the pursuil of compatible si-
muftaneous goals can be achieved without simultaneous actions - actions
can be interleaved through the use of architectural primitives such as goal
retrievals and buffer switching. which do not provide all-powerful ways
to multi-task but instead a knowledge-based, robust. and flexible way to
reconcile goai-directed and reactive behavior

13 SUMMARY

The focus of this work has been the development of agents capable of inter-
acting in small teamns within a spatial domain and real-fime environments.
The social inleractions within these domains are particularly well-defined
and cooparation is either ensured (in the case of leammates in a military
damain of 2 tobot assistant in a robutic domain). or deliberately avoided
{in the case of opponents) Teamwork. in these cases, depends on the ability
to share interleaved plans, the ability to effectively communicate the inten-
tion to execute 3 pian and the current step involved, and the ability to share
a representation for describing the surrsunding space Cegnitive modeling
in these domains provides for straightforward impiementation of human
behavior that provides a demonsteation of how explicil Fully-committed
\eamwork functions The cognitive models discussed in this chapter will
hopefully enable the abstraction of deeper principles of teamwork from
a fully-specified domain that can then be generalized 1o domains where
things are not spelied out quite so literaily

In addition to the emphasis on leamworks. this chapter has brought cut
what we believe to be a significant synergy in research efforts for virtuai
synthetic and read robotic platforms. In this case we have demonstrated
that the same framewark for action and perception at the cognilive level
used in the ACT-R agents discussed earlier can be used 1o control behavior
in both virtual and robotic domains By insulnting low-level perception
and action from higher-level cognition through a principled. cognitively
plausible spatial and motor reprasentation. we have shown that a mature,
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validated cognitive architecture can be used to provide robust high-level
behavior in a broad range of spatisl esvironmenls, real and virtual Agents
built in this manner are insulated from an overly tight dependency on the
low-level details of their environment. providing the opportunity for reuse
of maodels or parts of models across envireaments, thereby allowing the
porting of previously validated medels at a low relative effort
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