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The goal of this project is to model a student's changing knowledge state during cognitive skill acquisition. Our purpose is to predict students' performance levels and to implement a mastery-based learning environment that enables students to achieve satisfactory performance levels in a minimum period of time. The project assumes a production system model of skill knowledge in which if-then production rules associate problem states and goals with actions and consequences. Our diagnostic goal is to model the student's knowledge of these rules and to model changes in the student's knowledge state over time. The project focuses on students learning to write programs in LISP with the assistance of an intelligent computer-based programming tutor. In the following sections we describe the learning environment, the curriculum, the cognitive model, and the learning and performance assumptions. Finally, we discuss our evaluations of the model.

THE ACT PROGRAMMING TUTOR

Our interest in student modeling and individualized instruction grows out of our work with the ACT Programming Tutor and its antecedents over the past 9 years (Anderson, Boyle, Corbett, & Lewis, 1990; Anderson, Conall, & Corbett, 1989; Anderson & Corbett, 1992; Anderson, Corbett, Fincham, Hoffman, & Pelletier, 1992). The ACT Programming Tutor is a practice environment in which students write short programs in LISP, Prolog, or Pascal. The LISP and Prolog modules are presently employed to teach a self-paced introductory programming course.
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The tutor conventionally provides immediate feedback on each code symbol and requires any error be corrected before proceeding to the next step, so the student always remains on a recognized solution path.

We have been using such tutors to teach programming courses for the past 8 years and they have proven effective. Students generally work through the exercises more quickly with the tutor and perform as well or better on posttests (Anderson & Rasser, 1985; Corbett & Anderson, 1989, 1990, 1991; Corbett, Anderson, & Patterson, 1990). Despite this general effectiveness, however, some students flounder. This was particularly true the first time we taught LISP programming to novices in 1985. This experience led us to introduce student modeling into the tutor. As the student works the tutor maintains an estimate of the probability that the student has learned each rule in the ideal student model, in a process we call knowledge tracing. The skill meter in the upper right corner of Fig. 2.1 displays the tutor's model of the student that results from this process. Each programming rule that has been introduced into the curriculum is represented as a bar graph. The shading in the bar graph indicates the current estimate of the probability that the student knows the rule. In Fig. 2.1, six rules have been introduced. The probability that the student currently knows each rule ranges from .18 (the third rule down) to .99 (the rule at the bottom).

The goal of knowledge tracing is to implement mastery learning. The tutor continually presents exercises in each section of the curriculum until the probability is very high that the student has learned each of the rules. (The rule at the bottom of the skill meter in Fig. 2.1 has reached this criterion and is checked as a consequence.) This knowledge-tracing procedure has passed a base validity test: students perform better on posttest tests when knowledge tracing is in operation (Anderson et al., 1989). However, even with knowledge tracing in place, there is a wide range in posttest performance and some students struggle. The goal of the present research is to examine and improve the predictive validity of the modeling process. The following sections describe the production system cognitive model and the learning and performance assumptions that underlie knowledge tracing.

The Cognitive Model

The tutor was developed to test the ACT* theory of skill acquisition (Anderson, 1983). The theory distinguishes between declarative factual knowledge and procedural skill knowledge. Like many other cognitive theories (cf. Riege & Bovair, 1986; Newell, 1990; Reed, Dempster, & Ettinger, 1985) ACT* assumes that procedural knowledge can be represented as a set of independent if-then productions rules that associate problem-solving states and goals to actions and their consequences. Skill acquisition consists of learning what actions satisfy a problem-solving goal, and what the consequences of the actions are for the problem-solving state, including the emergence of new goals. The LISP, Pascal, and Prolog
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modules in the programming tutor each contain several hundred language-specific rules for writing programs that model performance essentially at the grain size of individual code symbols. For example, two productions are employed in coding the exercise displayed in Fig. 2.1. Recall that this exercise asks students to code a function call that returns c from the list (c d e) and the appropriate code is (car (c d e)). The two productions that would fire are:

IF the goal is to return the first element of a list list,
THEN code a function call to car and set a goal to code list.

IF the goal is to code a literal list literal-list,
THEN code a single quote followed by literal-list.

The first production matches the goal that is set up by the problem description. When it fires it sets a subgoal that is satisfied in turn by the second production. We call the set of production rules built into the tutor the ideal student model, because it embodies the knowledge that the student is trying to acquire. This ideal model plays two roles in the tutor. First, it allows the tutor to solve exercises step by step along with the student in a process we call model tracing. As the student enters each code symbol, the tutor attempts to match the action to an applicable rule in the model. If a match is found, the tutor accepts the symbol and updates its internal representation of the problem state. If not, the tutor requires the student to try another action. Second, in knowledge tracing, the student is represented as an overlay of the ideal model (Goldstein, 1982). As the student works through the exercises, the tutor maintains an estimate of the probability that the student has learned each rule in the ideal model.

Our goal is to monitor the student's acquisition of such rules. When we analyze performance into a set of cognitive production rules and monitor performance across opportunities to apply the rules, we obtain rather orderly learning curves (see Fig. 2.3 later). This being the case, the question is whether we can monitor a student's performance and decide when we are satisfied that the student has learned the rule. For example, suppose a student has six opportunities to apply a rule and errors the following sequence of correct (1) and incorrect (0) actions:

1 0 1 0 1 1

What can we conclude about whether the student has learned this rule? More concretely, what is the probability that a student will perform the correct action at the next opportunity to apply the rule and how likely is the student to apply the rule correctly outside the tutor environment? Finally, how can we make these decisions efficiently online? One observation is that if this were a static assessment, our conclusion does not depend on the order of 1s and 0s. The sequences 0 0 1 1 1 1 and 1 1 1 1 0 0 lead us to the same conclusion as the sequence 1 0 1 0 1 1. However, we assume the student's knowledge state is changing as a function of practice, so our estimate will be sensitive to the ordering of 1s and 0s.

The Learning and Performance Model

In addition to a cognitive model, knowledge tracing requires learning and performance assumptions. For the sake of simplicity, we have adopted a two-state learning model with no forgetting in knowledge tracing. In a two-state model, each coding rule is either in the learned or unlearned state. A rule can make the transition from the unlearned to the learned state at each opportunity to apply the rule, but rules do not make the transition in the other direction. We assume that performance is essentially determined by learning state, but recognize that there is some probability that if a rule is in the learned state, the student may slip and make a mistake and if the rule is in the unlearned state, the student may guess correctly. Within this framework, the task is to maintain an estimate of the probability that the student has learned each rule. Each time the student has the opportunity to apply a rule, the probability that the student knows the rule is updated, contingent on whether the student's action was correct or not. The Bayesian computational procedure used is a variation of one described by Atkinson (1972). This procedure employs two learning parameters and two performance parameters, displayed in Table 2.1. Following Atkinson, the probability p(T) of a transition from the unlearned to the learned state given an opportunity to apply a rule is independent of whether the student applies the rule correctly or incorrectly. The computations for updating the knowledge state are described in the Appendix.

Mastery Learning

The knowledge-tracing process allows us to monitor students' knowledge state as they practice a cognitive task. The goal of knowledge tracing in the programming tutor is more ambitious, however. The tutor attempts to implement mastery learning by selecting appropriate exercises on the basis of the student model. Each lesson in the tutor is divided into sections in which a handful of program-
rung rules is introduced. In each section, the student reads an accompanying text that introduces the set of rules, then the tutor follows with a set of exercises that provides practice for the rules. The tutor continues to present exercises to the student until the probability that the student has learned each rule in the section has reached a criterion value of .95. Then the student moves on to the following section of text and exercises.

This procedure is analogous to individualized student-paced mastery learning systems based on Keller’s Personalized System of Instruction (Block & Burns, 1976), although practice and assessment are usually treated as distinct phases in such systems. Such mastery learning systems have been shown to be successful in raising achievement scores (Block & Burns, 1976; Kulik, Kulik, & Bangert-Drowns, 1990; Kulik, Kulik, & Cohen, 1979). Verbal learning studies have shown that Bayesian remediation algorithms are successful (Atkinson, 1972; Atkinson & Paivio, 1972). When total practice is held constant, Bayesian remediation algorithms lead to higher posttest performance than does random selection of practice stimuli or student selection of practice stimuli. In this research we are interested in whether we can accurately predict students’ performance in acquiring a knowledge-rich skill, by applying Bayesian estimation procedures to a production rule model of the skill and bring students to mastery of that skill.

KNOWLEDGE TRACING: INTERNAL VALIDITY

As discussed earlier, the knowledge-tracing and remediation mechanism satisfied a weak validity test in its first use (Anderson et al., 1989). Students who completed a fixed set of required exercises followed by an individualized sequence of remedial exercises performed reliably better on posttests than students who completed only the required exercises. Recently we have begun examining the validity of knowledge tracing in more detail. In these studies we are interested in the absolute accuracy of the knowledge-tracing model in predicting performance.

Predicting Tutor Performance

The ultimate goal of knowledge tracing is to predict later programming performance outside the tutoring environment. However, our two initial assessments, Corbett and Anderson (1992a, 1992b, 1993), focused on modeling students’ performance with the tutor for two reasons. First, performance predictions can readily be studied in detail in an environment that imposes immediate feedback and correction and, second, internal validity is logically a prerequisite for predictive validity outside the tutoring environment. The model that underlies knowledge tracing allows us to predict accuracy at each goal (step) in the tutor exercises with the following formula:

\[ p(C_g) = p(L_g) * (1 - p(S_g)) + (1 - p(L_g)) * p(G) \]  

(1)

That is, the probability that a student \( s \) will perform an appropriate action at goal \( g \) is the sum of two products: (a) the probability that an appropriate rule \( r \) is in the learned state for student \( s \) times the probability of a correct response if the rule is in the learned state, and (b) the probability that an appropriate rule \( r \) is not in the learned state for student \( s \) times the probability of a correct guess if the rule is not in the learned state.

To assess internal validity, we compute error rate across students for each coding goal in the required tutor exercises, compute the error rate predicted by the knowledge-tracing model at each goal, and correlate these measures across goals. The first study (Corbett & Anderson, 1992b) demonstrated that holding the four learning and performance parameters \( p(L), p(T), p(G), \) and \( p(S) \) constant is adequate for modeling behavior. Best fitting constant parameter estimates yielded a correlation of .58 across the 25 exercises (158 coding goals) in the curriculum. A much better fit is obtained when the four parameters are allowed to vary across programming rules, \( r = .85 \), mean error = .01, mean absolute error = .07. This fit is displayed in Fig. 2.2.

Learning Curves

In addition to the overall fit, we can evaluate the internal validity of the model by examining the learning curve for individual production rules. Figure 2.3 displays the mean learning curve across the 21 rules under investigation. On average,
error rate decreases monotonically with opportunity to exercise a rule, as the learning and performance models predict. However, some rules deviate substantially from the model predictions. Figure 2.4 displays the learning curve for one production rule that deviates prominently from expected performance at two points. This pattern suggests that at least two distinct programming rules have been conflated in the model. No adjustment in the learning and performance parameters can capture this deviation; it represents an error in the cognitive model. We adjusted the cognitive model in light of such deviations, expanding the number of rules by 37% and examining the fit of the revised model in a second study. The tutor's parameter estimates were allowed to vary across productions and were derived as far as possible from the first-term curve fits. These built-in tutor parameters yielded a better fit to the data than in the previous term, $r = .71$. Again, best fitting parameter estimates were generated after the fact, yielding an improved fit, $r = .90$, mean error $= -.02$, mean absolute error $= .06$.

KNOWLEDGE TRACING: PREDICTING POSTTEST PERFORMANCE

More recently we have undertaken a study to evaluate how well the model predicts posttest performance. In this study, students completed posttests with a structure editor that is virtually identical to the tutor, except that no help is provided. This editor has three useful qualities: (a) Symbols (atoms) are the basic unit of code entry, as in the tutor, (b) the editor ensures that the student's code is syntactically well formed, and (c) the editor generates a complete trace of the students' actions.

This posttest environment should enable us to make absolute performance predictions at the level of whole exercises and at the level of individual goals in completing the posttest. An analysis at the level of individual posttest goals is of interest for two reasons. First, it represents a fine-grained evaluation of the predictive validity of student modeling in the tutor. Second, it affords us an opportunity to begin applying the knowledge-tracing model to environments in which students are not channeled onto a correct solution path through immediate feedback. We have implemented a number of noninteractive feedback tutors in the past that have a variety of attractive features. Although the analysis becomes more complicated, it should be possible to generalize knowledge tracing to such environments.

The Curriculum

As in the two earlier validity studies, students worked through the early sections of the LISP curriculum in this study. Even the earliest sections of the curriculum pose serious difficulties for many students for at least three identifiable reasons. The surface structure of the language is the same as the surface form of data
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subject \( z \) will apply rule \( r \) successfully when needed in the posttest. In applying Equation 1 to the posttest, we assume the same performance parameter estimates \( p(S) \) and \( p(C) \) as in the tutor, and make the simplifying assumption that no learning is occurring \( (p(T) = 0) \).

Exercise Scores. If production rules are independent as the model assumes, then we can derive one straightforward accuracy prediction. The probability that a student will complete an exercise correctly is given by

\[
p(C|p)
\]

the product of the probabilities that the student will respond correctly at each successive goal in solving the exercise. For each student and each posttest we computed (a) the proportion of exercises actually completed correctly and (b) the mean predicted probability of completing the exercises correctly. The average of these statistics across subjects is displayed in Table 2.2. In addition, the correlation of the actual and predicted measures \((r_{ap})\) across subjects and the mean absolute error (MAE) of the predicted values is displayed. As can be seen, knowledge tracing is predicting average performance quite well. The actual and expected accuracy values are quite similar across the three posttests. Students are performing somewhat better than expected in the second posttest and somewhat worse in the third posttest.

Note that knowledge tracing is completely insensitive to individual differences in the first two posttests. These two tests followed sections in which students had worked to mastery. Consequently there is little variability in learning probability estimates across students in these sections and no variability in performance predictions. In the final tutor section, however, students did not work to mastery. Absolute accuracy is substantially lower on the third test and, in this case, the knowledge tracing model is sensitive to individual differences. The correlation of actual and expected values, \( r = .09 \), is significantly different from 0. (The sample size is 19, because one student's posttest data were lost. Correlations exceeding .47 are significantly different from 0 at the .05 level in this

<table>
<thead>
<tr>
<th>TABLE 2.2 Actual and Expected Proportion of Exercises Completed Correctly Across Subjects in Each of the Three Posttests</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean Proportion Correct</td>
</tr>
<tr>
<td>-------------------------</td>
</tr>
<tr>
<td>Posttest 1</td>
</tr>
<tr>
<td>Posttest 2</td>
</tr>
<tr>
<td>Posttest 3</td>
</tr>
</tbody>
</table>

Internal Validity

We used the knowledge-tracing model to predict accuracy at each goal (step) as students worked with the tutor. Students completed 345 coding goals across the 64 required tutor exercises (i.e., an average of just over five coding steps per exercise). At each of the 345 goals in the required exercises, we first predicted the probability of a correct response given the applicable rule, then applied the knowledge-tracing procedure to update the learning probability for the applicable rule. We did not fit (predict accuracy for) the remedial exercises, however we did update learning probabilities at these goals, just as the tutor would. Best fitting estimates yielded a good fit to the data; actual and predicted accuracy values correlated .90, mean error = .001, mean absolute error = .04. We use the best fitting parameter estimates in predicting posttest performance next, so the results reflect an upper bound on the validity of the model.

Posttest Predictive Validity

In principle we can predict response accuracy at each goal in the posttest with Equation 1 just as in the tutor. We can use the final learning probability \( p(L) \) computed for each rule and subject in knowledge tracing to predict whether
and following sections.) Under these circumstances, the learning probabilities are highly predictive of students’ posttest performance.

**Posttest Goal Accuracy.** In attempting to predict accuracy at each goal in the posttest exercises, decisions must be made about how to score actions when a student has left a recognizable solution path. Two things are required: (a) a model of which programming goals are mutually independent, and (b) a plan for assimilating any intervening actions if the student leaves and returns to a recognizable solution path. We used a relatively simple scheme with three rules: (a) Sibling goals in the (hierarchical) goal tree are judged mutually independent, so if a student makes a mistake at one goal we continue tracing actions at sibling goals; (b) if a student makes a within-category error (substituting one constructor function for another or one extractor for another), we continued tracing descendent goals; and (c) if a student makes a noncategorical error, tracing of descendents is suspended, but resumed if the error is corrected. This scoring scheme is overly strict. If the student makes a single error, for example, omitting the outermost of nested extractor functions, or perhaps inverting the the order of nested extractor functions, each action in the series may be scored as incorrect.

For each student and each posttest we computed (a) the proportion of goals correctly satisfied across all exercises and (b) the mean expected probability of correctly satisfying a goal across exercises. The average of these statistics across subjects is displayed in Table 2.3. In addition, the correlation of the actual and expected measures across subjects (r_{AE}) and the mean absolute error of the predicted values (MAE) is displayed. The overall pattern of results is quite similar to Table 2.2. The actual and expected accuracy rates are quite similar, although students are underperforming expectations on the third posttest. Expected accuracy is invariant across students in the first two tests, but very strongly correlated with actual accuracy in the third test, r = .82.

The knowledge-tracing model was quite accurate at predicting average group performance. This characteristic atom would be of use in a training system designed to bring a group of students as a whole to a mean acceptable performance level. However, the model substantially underpredicted variability among students, particularly on the first two tests. Although the variability in the observed

<table>
<thead>
<tr>
<th>Exercises</th>
<th>Rules</th>
</tr>
</thead>
<tbody>
<tr>
<td>Posttest 1</td>
<td>-.25</td>
</tr>
<tr>
<td>Posttest 2</td>
<td>-.64</td>
</tr>
<tr>
<td>Posttest 3</td>
<td>-.84</td>
</tr>
</tbody>
</table>

scores for the three posttests is not much different than would be expected by chance, we wondered if individual differences in posttest performance could be predicted from tutor performance. To examine this we correlated the number of errors made in completing the relevant required tutor exercises with actual posttest accuracy across students for each posttest. These correlations are displayed in Table 2.4.

As can be seen, the more errors a student made in completing the fixed set of tutor exercises, the less accurate the student was on the posttest. This correlation is nonsignificant for the first posttest as it should be, but large for the second and third posttest. The results for the second posttest pose a problem for knowledge tracing. All students have achieved mastery on the relevant rules according to the model and should be performing comparably. The number of errors made on the way to mastery should have no implications for posttest performance, but it does. (Because students did not achieve mastery on the rules in the final section, the correlation for the third posttest is not necessarily a problem.) There are several reasons why error rate might be correlated with performance on the second posttest; one concerns individual differences in parameter estimates and the second concerns individual differences in retention. We examined each of these two possibilities in the form of model revisions.

**Individual Differences in Parameter Estimates**

The learning and performance parameters in the basic model reflect rule difficulty, because they are allowed to vary across rules. However, they do not reflect individual differences among students. In using best fitting parameters for the group as a whole, we tend to underestimate the knowledge state of students who are doing well, but overestimate the knowledge state of students who are struggling. Consequently, students who are making few errors and completing few remedial exercises nevertheless tend to be overlearning whereas students making many errors and doing many remedial exercises still tend to be underlearning. This pattern would result in the observed negative correlation of tutor errors and posttest accuracy.

We revised the basic model to reflect individual differences by incorporating four individual difference weights for each student, one weight for each of the
four parameters types \([p(Lo), p(T), p(G), p(S)]\). In fitting each student’s data, we converted each of the group parameter estimates to odds form, multiplied by the corresponding subject-specific weight and converted the resulting odds back to a probability as shown here:

\[
\frac{p_x \ast w_x}{p_x \ast w_x + (1 - p_x)}
\]  

(3)

In this formula, \(i\) indicates the parameter type \([p(Lo), p(T), p(G), p(S)]\), \(r\) the rule, and \(s\) the student. We derived a best fitting set of four weights across the 54 rules for each student. This in turn yields a set of 216 individualized parameter estimates for each subject. These parameter estimates were then used to refit the tutor data and predict posttest performance. The resulting posttest predictions are displayed in Tables 2.5 and 2.6.

As can be seen, the absolute accuracy predictions across exercises and rules are similar to those obtained earlier with group parameter estimates. However, the revised fit is considerably more sensitive to individual differences in the second posttest. The correlation of actual and expected exercise accuracy is .51 for the second test, whereas the correlation of actual and expected accuracy at the level of individual rules is .64.

### Table 2.5
Individual Differences: Actual and Expected Proportion of Exercises Completed Correctly Across Students in Each of the Three Posttests, Based on Individualized Parameter Estimates

<table>
<thead>
<tr>
<th></th>
<th>Actual</th>
<th>Predicted</th>
<th>(r_{AE})</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Posttest 1</td>
<td>.89</td>
<td>.91</td>
<td>-.02</td>
<td>.10</td>
</tr>
<tr>
<td>Posttest 2</td>
<td>.89</td>
<td>.86</td>
<td>.51</td>
<td>.10</td>
</tr>
<tr>
<td>Posttest 3</td>
<td>.55</td>
<td>.58</td>
<td>.72</td>
<td>.16</td>
</tr>
</tbody>
</table>

### Table 2.6
Individual Differences: Actual and Expected Proportion of Goals Satisfied Correctly Across Students in Each of the Three Posttests, Based on Individualized Parameter Estimates

<table>
<thead>
<tr>
<th></th>
<th>Actual</th>
<th>Predicted</th>
<th>(r_{AE})</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Posttest 1</td>
<td>.94</td>
<td>.95</td>
<td>-.01</td>
<td>.05</td>
</tr>
<tr>
<td>Posttest 2</td>
<td>.94</td>
<td>.85</td>
<td>.64</td>
<td>.03</td>
</tr>
<tr>
<td>Posttest 3</td>
<td>.83</td>
<td>.94</td>
<td>.80</td>
<td>.11</td>
</tr>
</tbody>
</table>

### Figure 2.5
Error rate in successive opportunities to apply the hypothetical rule that declares a variable in a function definition.
The exact cognitive rules that students form may have implications for retention, however. Students who formulate the correct rule in the first place have 22 opportunities to apply it in the previous figures. Students who initially formulate suboptimal rules get less practice on whatever rules they eventually form. Because suboptimal rules are ultimately revealed as errors, this may explain why error rates in the tutor correlate negatively with posttest performance.

To approximate retention effects we implemented a simple interference model of retention, again following Ashby (1972). We assume that each time a student makes a mistake in applying a rule, there is a small probability that the student will forget any of the other rules that have been introduced up to that time. More concretely, each time the student makes a mistake applying a rule, the probabilities that the student has learned the other rules are each multiplied by .95. This model literally assumes that forgetting results from the learning processes associated with errors, but also generally captures the expected relationship between errors and forgetting in mastery learning. We used this forgetting model and the group learning and performance parameters to refit the tutor data and predict posttest performance. The resulting posttest predictions are displayed in Tables 2.7 and 2.8. As can be seen the absolute accuracy predictions across exercises and rules is similar to that achieved with the group parameter estimates (cf. Tables 2.2 and 2.3). However, the revised fit is considerably more sensitive to individual differences on the second posttest than are those earlier fits. In par-

| TABLE 2.7 | Individual Differences in Retention: Actual and Expected Proportion of Exercises Completed Correctly Across Subjects in Each of the Three Posttests, Based on Individualized Parameter Estimates |

<table>
<thead>
<tr>
<th></th>
<th>Mean Proportion Correct</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Actual</td>
<td>Predicted</td>
</tr>
<tr>
<td>Posttest 1</td>
<td>.89</td>
<td>.90</td>
</tr>
<tr>
<td>Posttest 2</td>
<td>.89</td>
<td>.89</td>
</tr>
<tr>
<td>Posttest 3</td>
<td>.55</td>
<td>.52</td>
</tr>
</tbody>
</table>

| TABLE 2.8 | Individual Differences in Retention: Actual and Expected Proportion of Goals Satisfied Correctly Across Subjects in Each of the Three Posttests, Based on Individualized Parameter Estimates |

<table>
<thead>
<tr>
<th></th>
<th>Mean Proportion Correct</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Actual</td>
<td>Predicted</td>
</tr>
<tr>
<td>Posttest 1</td>
<td>.94</td>
<td>.95</td>
</tr>
<tr>
<td>Posttest 2</td>
<td>.94</td>
<td>.93</td>
</tr>
<tr>
<td>Posttest 3</td>
<td>.83</td>
<td>.91</td>
</tr>
</tbody>
</table>
ticular, the correlation of actual and predicted accuracy for the second test is .59 for exercises and .65 at the level of individual rules.

Individual Posttest Exercises
The two variations on the basic model that accommodate individual differences in learning and performance and that reflect retention effects both fit the overall data well. We can examine the two models in more detail by comparing their performance predictions for individual exercises. Figure 2.7 displays actual performance on each of the 15 exercises as Posttest 3 along with the predictions of the two revised models. The first seven exercises, labeled "new" exercises, are drawn from the same population as the final two tutor sections that immediately preceded the test. The final eight exercises, labeled "old" are characteristic of the first four tutor sections. Accuracy levels are considerably higher for the old than for the new exercises in this figure, but performance levels on these eight old exercises has dropped substantially compared to the second posttest, however.

CONCLUSIONS
Our effort to predict students' performance based on a production rule model of knowledge and simple learning and performance assumptions has proven generally successful. The basic knowledge-tracing model predicts average performance quite well, both for the tutor and for a conventional programming environment in which students work without feedback. The basic model is also quite sensitive to individual differences, as demonstrated in the third posttest, but loses its sensitivity to genuine differences as learning probability estimates rise to the mastery criterion. Two variations on the basic knowledge-tracing model, however, are each shown to be quite effective in modeling students' posttest performance, both at the level of complete exercises and individual rule firings, even as learning probabilities rise. One of these models incorporates individual differences in learning and performance in the form of four multiplicative weights per student.

The second model incorporates retention effects in the form of a multiplicative forgetting factor. Each of these revised models shows some systematic deviations from the performance data, however. The former model systematically overpredicts performance on old exercises whereas the latter underpredicts performance on new exercises. Deploying the two variations simultaneously may serve to minimize these deviations. Each of these variations requires development for optimal deployment, however. In exploring the former model, the four multiplicative weights were derived for each student by fitting the student's complete body of work with the tutor. This estimation procedure does not lend itself directly to dynamic modeling as the student works. Instead, this model requires an additional procedure for estimating individualized student parameters as the student works. The latter model, reflecting retention effects, can be readily implemented in a dynamic performance environment, although additional time or interference assumptions need to be incorporated, as suggested earlier.

Beyond refining the individualization of learning and retention, a major goal is to extend the knowledge-tracing process to other environments. The program-
mung tutor conventionally constrains the student to a recognizable solution path through immediate error feedback and correction. However, the fit of the model to posttest performance suggests that the model can be generalized to other performance environments. We have developed variations on the tutoring environment that allow students to deviate from recognizable solution paths. One version provides no help until asked by the student (Corbett et al., 1990). A second version volunteers immediate information on errors but does not require immediate correction (Corbett & Anderson, 1989). Both versions ensure that the student eventually codes a working solution. We should be able to apply the knowledge-tracing model in each of these environments, much as we did in predicting posttest performance, to update the student's knowledge state as well as to predict performance.

In general, it should be possible to extend knowledge tracing to any practice environment. Tutorial feedback is not required, although the student must have some standard for assessing his or her actions. What is required is a cognitive model of the task that associates problem states and goals with both actions and their consequences for the problem state. Immediate error feedback simplifies this task, because it is sufficient to model correct actions at each goal. Eliminating immediate error feedback and, for that matter, the assurance that the student will reach a correct solution, requires that the model be extended to incorporate incorrect actions. The success of the model in predicting performance in the posttest environment suggests that relatively simple assumptions make this a tractable task.
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APPENDIX

Each time the student has the opportunity to apply a rule, we need to estimate the probability that the rule is in the learned state, contingent on the accuracy of the student's response.

The probability \( p(L|C) \) that a production has been learned following a correct action at the \( n \)th opportunity to apply the rule is shown in Equation 1. This probability is the sum of two probabilities: (a) the probability that the rule was already in the learned state, given a correct action, and (b) the probability the rule enters the learned state at this opportunity, if it was not already there. The first of these probabilities expands as Bayes' theorem as shown in Equation 3.

Similarly, the probability \( p(L|E) \) that the production has been learned following an error at the \( n \)th opportunity to apply a rule is expressed in Equation 2. This probability is also the sum of two probabilities: (a) the probability that the rule was already in the learned state, given an error, and (b) the probability the rule enters the learned state at this opportunity, if it was not already there. The first of these probabilities also expands as Bayes' theorem as shown in Equation 4.

Equations

\[
\begin{align*}
\text{Equations} \\
\forall (L,C) & \Rightarrow p(L|C) = p(L|C) + [1 - p(L|C)] \cdot p(T) \\
p(L|E) & = [1 - p(L|E)] \cdot p(T) + p(L|E) \cdot p(T) \\
p(L|C) & = p(L) \cdot p(C|L) + p(U) \cdot p(C|U) \\
p(L|E) & = p(L) \cdot p(E|L) + p(U) \cdot p(E|U)
\end{align*}
\]

Definitions

\[
\begin{align*}
p(L) & \quad \text{The probability a production rule is in the learned state following the \( n \)th opportunity to apply the rule.} \\
p(L|C) & \quad \text{The probability a production rule is in the learned state prior to the \( n \)th opportunity to apply the rule.} \\
p(U) & \quad \text{The probability a production rule is in the unlearned state prior to the \( n \)th opportunity to apply the rule.} \\
C & \quad \text{A correct action at the \( n \)th opportunity to apply a rule.} \\
E & \quad \text{An error at the \( n \)th opportunity to apply a rule.} \\
p(C|L) & \quad \text{The probability of a correct action if the rule is currently in the learned state.} \\
p(U) & \quad \text{The probability of a slip (an error) if the rule is currently in the learned state.} \\
p(C|U) & \quad \text{The probability of a correct guess if the rule is currently in the unlearned state.} \\
p(E|U) & \quad \text{The probability of an error if the rule is currently in the unlearned state.} \\
p(T) & \quad \text{The probability a rule will transit from the unlearned to learned state given the opportunity to apply the rule.}
\end{align*}
\]
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