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We analyze how subjects make causal judgments based on contingency information in two paradigms. In the discrete paradigm, subjects are given specific information about the frequency $a$, with which a purported cause occurs with the effect; the frequency $b$, with which it occurs without the effect; the frequency $c$, with which the effect occurs when the cause is absent; and the frequency $d$, with which both cause and effect are absent. Subjects respond to $P_1 = a/(a+b)$ and $P_2 = c/(c+d)$. Some subjects' ratings are just a function of $P_1$, while others are a function of $\Delta P = P_1 - P_2$. Subjects' post-experiment reports are accurate reflections of which model they use. Combining these two types of subjects results in data well fit by the weighted $\Delta P$ model (Allan, 1983). In the continuous paradigm, subjects control the purported causes (by clicking a mouse) and observe whether an effect occurs. Because causes and effects occur continuously in time, it is not possible to explicitly pair causes and effects. Rather, subjects report that they are responding to the rate at which the effects occur when they click versus when they do not click. Their ratings are a function of rates and not probabilities. In general, we argue that subjects' causal ratings are judgments of the magnitude of perceptually salient variables in the experiment.

There has been a long history of discussion about human causal inference. Philosophers (e.g., Cohen, 1981; Henle, 1962; Hume, 1740/1938; Mill, 1843/1974; Popper, 1972; Suppes, 1970) have been concerned with when we can be justified in inferring a causal relationship, and psychologists (e.g., Jenkins & Ward, 1965; Kahneman & Tversky, 1972; Lipe, 1982; Michotte, 1963; Nisbett & Ross, 1980; Peterson & Beach, 1967; Shultz, 1982; Smedslund, 1963; Tolman & Brunswik, 1935) have been concerned with when people actually infer a causal relationship. The goal of this paper is to present some data on causal inferences based on contingency information, which is one domain where the rationality of causal inference has been addressed. We will look at judgments first in what we call the discrete paradigm and later in what we call the continuous paradigm. A typical discrete problem might be to determine the relationship between jogging and backache given data that can be understood in terms of a $2 \times 2$ contingency table such as Table 1. The subject is told of cases where the patient jogs and has a backache ($a$), jogs and has no backache ($b$), does not jog and has a backache ($c$), and neither jogs nor has a backache ($d$).

In Table 1, the events are classified according to whether the purported cause is present or absent and the effect occurs or does not occur. The values $a$ through $d$ are the frequencies in these cells. The subject's task is to go from these frequencies to an inference about whether there is a causal relationship or not. In most experiments, including the one we will report, subjects do not see such a table but, rather, experience the various event combinations with the specified frequencies. One question that has been asked is for what patterns of these four numbers should subjects infer a causal relationship and for what patterns of numbers do they, in fact, infer a relationship.

One can calculate the $P_1 = a/(a+b)$, which is the proportion of times the effect occurs in the presence of the cause, and $P_2 = c/(c+d)$, which is the proportion of times the effect occurs in the absence of the cause. Allan (1980, 1993; Allan & Jenkins, 1983) has suggested that the appropriate measure of dependency is

$$\Delta P = P_1 - P_2.$$

This same statistic has been used by Wasserman (1990), and a variant of it, called focal-set $\Delta P$, has been advocated as a model of human causal inference by Cheng and Novick (1992).

One problem with the $\Delta P$ rule is that subjects are not equally sensitive to all cells, as this rule would imply. Therefore, more successful fits to the data are reported using the weighted $\Delta P$ rule:

$$w_0 + w_1 P_1 - w_2 P_2.$$

These fits are often very good in absolute terms, and it is typically found that $w_2 < w_1$.

The goodness of fit of a weighted $\Delta P$ rule is subject to multiple interpretations. The straightforward one is that subjects are calculating the probabilities of the effect in the presence and absence of the cause and then weighting them to come up with their causal judgment. This has struck some researchers as implausible, and
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subjects often fail to report engaging in such conscious calculations. It could be that the weighted \( \Delta P \) reflects some implicit strength that builds up between the cause and the effect. Chapman and Robbins (1990) and Wasserman, Elek, Chatlosh, and Baker (1993) have shown that, under certain assumptions, the Rescorla–Wagner (Rescorla & Wagner, 1972) rule leads to associative strength proportional to a weighted \( \Delta P \). Shanks (1987) has shown that the growth of causal ratings with exposure corresponds to the predictions of the Rescorla–Wagner theory. Allan (1993) has reviewed a number of correspondences between effects in the conditioning literature and the \( \Delta P \) rule.

The \( \Delta P \) rule, under any of these interpretations, has problems as a normative model of human causal inference. One problem is that it shows no sensitivity to sample size, and any normative model would hold that the strength of belief in a causal relationship should increase as sample size increases. In the limit, as sample size increases, a normative model should assign a certainty to the existence of a causal relationship for any positive \( \Delta P \). Allan (1980) has suggested that, normatively, the significance of \( \Delta P \) should be assessed by a chi-square test, but there is no evidence subjects are doing this. The Rescorla–Wagner interpretation, because of the learning process, shows some sensitivity to sample size because it takes a number of trials to conditioning to asymptote to \( \Delta P \). However, beyond enough data to estimate \( \Delta P \) accurately, the Rescorla–Wagner model is not sensitive to sample size.

Besides its insensitivity to sample size, the weighted \( \Delta P \) rule might also seem nonnormative because of its unequal weighting of the cells. The chi-square logic would seem to imply that subjects should be equally sensitive to all cells. Many researchers have noted that subjects are most sensitive to variations in \( a \) and least sensitive to variations in \( d \). In some experiments, subjects appear totally insensitive to \( d \), while in others, subjects are just less sensitive to \( d \) (Arkes & Harkness, 1983; Crockier, 1981; Shaklee & Tucker, 1980; Wasserman, Dorner, & Kao, 1990). This insensitivity to the cell reflecting joint absence has led to the characterization of humans as nonrational in their causal inference.

Schustack and Sternberg (1981) proposed a model that was sensitive to sample size and that could reflect the unequal cell weighting. They had a great deal of success fitting their data sets using a simple linear model of the form

\[
w_0 + w_1a + w_2b + w_3c + w_4d.
\]

This linear model predicts that causal judgment is a weighted function of the individual cell frequencies, and so makes judgment sensitive to sample size and also can accommodate differential sensitivity to frequencies in different cells. Although the differential sensitivity to cell frequency has been well documented in the discrete paradigm, the issue of the overall influence of sample size has not been carefully studied in the discrete paradigm. So, it is not clear whether the \( \Delta P \) or the linear weighting model would provide a better characterization of the data.

The Simple Bayesian Model

Anderson (1990) proposed a Bayesian analysis for what normative causal inferences should be. This analysis proposed that subjects compared the data in a \( 2 \times 2 \) contingency table with a model of what a causal relationship was like. One model is that there should be a certain probability, \( p_C \), of an effect in the presence of a cause and another probability, \( p_A \), of the effect in the absence of the cause. The overall likelihood of the data is then the product of the probabilities of two independent sequences of Bernoulli trials (i.e., the sequences summarized by the first and second rows of Table 1). The first one is the probability of \( a \) successes and \( b \) failures, when the cause is present, given that the probability of success is \( p_C \). The second one is the probability of \( c \) successes and \( d \) failures, when the cause is absent, given that the probability of success is \( p_A \). That is,

\[
P(D|H) = p_C^a(1-p_C)^b p_A^c(1-p_A)^d.
\]  

This is the likelihood of the data \( (D) \) under the hypothesis \( (H) \) of a causal relationship. This needs to be compared with the likelihood of the data under the hypothesis that no cause was identified \( (\overline{H}) \). In this case, there should be a base probability, \( p_N \), governing the occurrence of the effect whether the purported cause is present or not, and the two rows of Table 1 can be collapsed to give \( a + c \) successes and \( b + d \) failures. Thus, the likelihood of the data under no identifiable cause is

\[
P(D|\overline{H}) = p_N^{a+c}(1-p_N)^{b+d}.
\]  

Our inference about whether there is a causal relationship should be a function of the odds of a causal relationship given the data:

\[
\text{Odds}(H|D) = \frac{P(H|D)}{P(\overline{H}|D)} = \frac{P(H)}{P(\overline{H})} \cdot \frac{p_C^a(1-p_C)^b p_A^c(1-p_A)^d}{p_N^{a+c}(1-p_N)^{b+d}},
\]  

where \( P(H) \) is the prior probability of a causal relationship and \( P(\overline{H}) = 1 - P(H) \). Anderson (1990) presents a more complex version of this model which involves Bay-
esian assumptions about prior distributions of probabilities. This model, rather than assuming fixed priors for \( p_C, p_A, \) and \( p_N \), assumes prior distributions of such probabilities. A somewhat similar idea is described by Fales and Wasserman (1992). However, we have found little difference between the models with fixed priors and distributions of priors. Therefore, we will consider only the simpler model with fixed priors.

**Schustack and Sternberg Experiment**

The data of Schustack and Sternberg (1981) provide an example for applying these models. We will apply it to the abstract condition of their third experiment. They presented their subjects with 60 test items of the form

<table>
<thead>
<tr>
<th>S</th>
<th>W</th>
<th>N</th>
<th>T</th>
<th>→</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q</td>
<td>N</td>
<td>Z</td>
<td>S</td>
<td>→</td>
<td>R</td>
</tr>
<tr>
<td>T</td>
<td>S</td>
<td>Z</td>
<td>N</td>
<td>→</td>
<td>R</td>
</tr>
<tr>
<td>T</td>
<td>Q</td>
<td>N</td>
<td>R</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The first four lines are abstract characterizations of possible causal events. The first says when S, W, N, and T were present R occurred, and the second says when Q was absent and N, Z, and S were present R did not happen, and so forth. The last item is the one subjects are asked to judge—in this case, to judge the likelihood that S leads to the outcome of R on a rating scale from 0 to 100. (Subjects assigned an average value of 34.7 to the example above.) Such problems can be described in terms of the values of \( a, b, c, \) and \( d \). In this example, \( a = 2, b = 1, c = 0, \) and \( d = 1 \), where these reflect the co-occurrence pattern of S and R. The 60 problems used by Schustack and Sternberg involved substantial variations in the values of \( a \) through \( d \) and so allow us to put the model to a serious test.

Schustack and Sternberg (1981) fit their linear model to these data, which used six variables—the values of \( a \) through \( d \), a single measure of the strength of alternative causes, and a regression constant. This model fit the data quite well—with an \( R^2 \) of .90. Corresponding to other findings (e.g., Smidslund, 1963), the regression coefficients are largest for \( a \) and least for \( d \). From this, Schustack and Sternberg concluded that "subjects are not optimally rational" (p. 119). In addition, they reported that attempts to implement a Bayesian variable, along with the variables of their proposed model, did not produce encouraging results. Therefore, "subjects were not using a Bayesian approach in their evaluation" (p. 113). While Schustack and Sternberg's linear model appears to provide a good quantitative account of subjects' performance in the inference task, their conclusion about the subjects' rationality is not warranted. We will show that the simple Bayesian model can fit their data quite well.

**Fit of the Simple Bayesian Model**

The subjects in the Schustack and Sternberg paradigm gave responses on a 0–100 scale, which suggests that they treated them as probabilities. Therefore, we used the following response rule:

\[
\text{Response} = 100 \times \frac{\text{odds}(H|D)}{1 + \text{odds}(H|D)},
\]

where \( \text{odds}(H|D) \) is calculated according to Equation 3. The resulting \( R^2 \) is .90. The four parameter values were \( P(H) = .29, p_C = .63, p_N = .41, \) and \( p_A = .27 \). The correlations between the predictions of this model and the values of \( a, b, c, \) and \( d \) were .87, −.61, −.57, and .17, respectively. Thus, just as subjects do, the rational model can prescribe that the four variables should receive differential weighting. It is easier to understand why the simple Bayesian model produces the differential correlation with \( a \) versus \( d \) if one examines the log of the odds formula in Equation 3:

\[
\log \left( \frac{P(H|D)}{P(\overline{H}|D)} \right) = \log [P(H) - P(\overline{H})]
\]

\[
+ a \log(p_C) - \log(p_N)
\]

\[
+ b \log(1 - p_C) - \log(1 - p_N)
\]

\[
+ c \log(p_A) - \log(p_N)
\]

\[
+ d \log(1 - p_A) - \log(1 - p_N)
\]

Thus, there is a linear relationship between log odds and the variables \( a \) through \( d \). In fact, Equation 6 asserts that the simple Bayesian model is equivalent to a linear regression model on log odds. The four coefficients, \( \log(p_C) - \log(p_N), \log(1 - p_C) - \log(1 - p_N), \log(p_A) - \log(p_N), \) and \( \log(1 - p_A) - \log(1 - p_N) \), assigned to variables \( a \) through \( d \) depend only on the three parameters, \( p_C, p_A, \) and \( p_N, \) of the simple Bayesian model. To the extent that \( \log(p_C) - \log(p_N) \) is large and \( \log(1 - p_A) - \log(1 - p_N) \) is small, subjects should weight \( a \) more than \( d \). Intuitively, \( p_A, \) which is the probability of an effect when the cause is absent, should not be very different from \( p_N, \) which is the base probability. On the other hand, there should be a large difference between \( p_C, \) which is probability when the effect is present, and \( p_N. \) These intuitions imply that every joint occurrence of cause and effect will provide more evidence for the cause than every joint absence.

Thus, the prescription of rationality does not require equal weighting of \( a \) and \( d \). The subject is comparing the causal model against the model of no known cause. It is reasonable to assume that \( p_C \) is high and \( p_N \) and \( p_A \) are low and relatively equal. Thus, the coefficient for \( a \) is expected to be large and for \( d \) small. To the extent that the base probability of an effect is the same as the probability with cause absent (\( p_N = p_A \)), the variable \( d \) does not provide discriminating data.

A symmetric treatment of \( a \) and \( d \) is required if we take the chi-square view of trying to determine whether
there is a significant difference in frequencies in the presence of a purported cause versus its absence. However, this is not what subjects were asked to do in Schustack and Sternberg’s experiment. Rather, they were asked whether the described information better supported a causal relationship. In that framework, variations in the variable d should be treated as less important than variations in a. This is just what subjects did. Their behavior can be predicted extremely well by a meaningful set of parameters underlying a rational analysis of how they should perform the task.

As a final comment, Equation 5 shows that rather sophisticated Bayesian inference can be achieved by a very simple response rule. One might regard Equation 5 as describing how strength of association (interpreted as log odds) should change with the frequencies a, b, c, and d. Basically, each such event would increase or decrease the strength by an amount that depended on the parameters $p_c$, $p_a$, and $p_{ni}$. While such a “rational” model is computationally plausible, it does not necessarily describe what subjects do. This is the issue that we explored in the following series of experiments.

**EXPERIMENT 1**

There is little empirical basis upon which to choose between the Schustack and Sternberg linear model and the simple Bayesian model in terms of their ability to fit the data from the Schustack and Sternberg experiment. Both predict these data with $R^2$'s of .90 although the simple Bayesian model has two fewer parameters. However, they differ fundamentally in the relationship they predict between the independent variables, a to d, and the dependent judgment measures. The Schustack and Sternberg model predicts that the actual judgments should bear a linear relationship to a through d while the simple Bayesian model predicts that the log-odds transforms of the judgments should bear a linear relationship to a through d, and hence the actual judgments should be a negatively accelerated function of these variables. Unfortunately, the values of a through d in Schustack and Sternberg were not manipulated over a sufficiently wide range to allow these two possibilities to be distinguished. Also because of this restricted range, the experiment did not allow a test of how sensitive subjects are to sample size. Both the Bayesian model and the linear model differ from the $\Delta P$ model on this score. The motivation of this experiment was to present subjects with problems that allowed the Bayesian model to be discriminated from both the linear model and the $\Delta P$ model. The $\Delta P$ model could not be tested against the Schustack and Sternberg data because $P_1$ and $P_2$ were not always defined. We wanted to create a data set that would also allow us to test the $\Delta P$ model.

**Method**

In this experiment, subjects were asked to evaluate the likelihood of a drug’s causing side effects in the treatment of a fictitious disease. Four types of information corresponding to the different cells in a $2 \times 2$ contingency table were available: the joint presence of the side effects and drug treatment, absence of the side effects

![Treatment Data](image1.png)

![Treatment Data](image2.png)

![Treatment Data](image3.png)

![Treatment Data](image4.png)

Figure 1. Examples of stimuli used in Experiment 1. (a) Cause present and effect present; (b) cause present and effect absent; (c) cause absent and effect present; (d) cause absent and effect absent.
given the drug treatment, presence of the side effects given no drug treatment, and the joint absence of drug treatment and side effects. The subjects were asked to judge a number of problems, and each problem involved a sequence of instances of these four information types. The frequencies of each information type varied from problem to problem. At the end of a problem, the subjects were asked to enter a number from 0 to 100 that best reflected their judgment of the drug’s causing the side effects.

Subjects. Forty graduate and undergraduate students were recruited through an ad on the Carnegie Mellon University computer market bulletin board. There were then 27 male and 13 female subjects, of whom 23 had taken statistics courses. Neither sex nor the prior statistics course interacted with the results, so we collapsed the results for all subjects.

Apparatus. A Mac IIfi computer was used to control the stimulus display and collect data from the subjects. The display was a 5×3 in. window at the center of an Apple 21-in. monochrome monitor.

Procedure. Subjects were presented with 2 warm-up problems and then 80 experimental problems, which they were to judge for causal efficacy. The information for each problem was presented in pictorial format, as shown in Figure 1. A problem consisted of the presentation of a drug name and a flashing fixation point, a sequence of patient outcomes, like those in Figure 1, and then a display to solicit response entry. A different drug name was chosen for each problem and a different patient identification number was selected in each information display. The order of problems and the order of the information displayed within a problem were randomized for each subject. Each display for each patient stayed on the screen for 1 sec, and there was a 1/4-sec interval between patient displays.

At the beginning of the experiment, the subjects were given the following information to read:

A new family of drugs to treat Lafauma’s syndrome has been approved for clinical trials. The drugs were assigned code names and distributed to 80 hospitals nation-wide.

Two common side effects of the drugs are skin rash and the growth of tongue moss. Unfortunately, these are also two of the symptoms that patients with Lafauma’s syndrome have. The pharmaceutical company is interested in knowing what doctors think about the chance of each of the different drugs causing the side effects. They collect results from each of the hospitals and classify the outcome of each patient in one of the four possible ways:

1. the drug was administered and the side effects were present.
2. the drug was administered and no side effects were observed.
3. the drug was not administered but the side effects were present.
4. the drug was not administered and the side effects were not observed.

The doctor at the pharmaceutical company examined the outcome case by case. After completing the results from one hospital, the doctor gave a rating from 0 to 100 to indicate how likely the drug used in that hospital is the cause of side effects in patients. Then data from another hospital is reviewed. Now, suppose you are the doctor working at the company. What will your judgments be?

The 0–100 scale was used to replicate Schustack and Sternberg.

Design. The 80 problems are described in Table 2. The problems are divided into four sets. Each set was intended to evaluate the effect of one of the four information types (a to d). Along each row of a set, the values of three of the information types are held constant while the value of the fourth varies over the values of 1, 3, 5, 9, and 15.

Results

Table 2 presents the mean ratings of subjects for each of the 80 conditions. Figure 2 shows how judgments varied as a function of a through d, each with the other three variables held constant. Separate analyses of variances were performed on the submatrices in Table 2 for the variables a–d using as factors the rows and columns. There were significant effects of each column variable \(F(4,156) = 119.8, p < .001\), for \(a, MS_c = 337.2\), \(F(4,156) = 98.5, p < .001\), for \(b, MS_c = 292.4\); \(F(4,156) = 33.7, p < .001\), for \(c, MS_c = 282.4\); \(F(4,156) = 5.1, p < .001\), for \(d, MS_c = 325.3\). As in other research, the largest effect is for \(a\) and smallest is for \(d\). The functions do appear to be

<table>
<thead>
<tr>
<th>a, b, c, d</th>
<th>Value of Variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>vary a</td>
<td>1, 1, 1</td>
</tr>
<tr>
<td></td>
<td>39</td>
</tr>
<tr>
<td></td>
<td>62</td>
</tr>
<tr>
<td></td>
<td>68</td>
</tr>
<tr>
<td></td>
<td>66</td>
</tr>
<tr>
<td></td>
<td>77</td>
</tr>
<tr>
<td>vary b</td>
<td>1, 1, 1</td>
</tr>
<tr>
<td></td>
<td>41</td>
</tr>
<tr>
<td></td>
<td>31</td>
</tr>
<tr>
<td></td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>9</td>
</tr>
<tr>
<td>vary c</td>
<td>1, 1, 1</td>
</tr>
<tr>
<td></td>
<td>43</td>
</tr>
<tr>
<td></td>
<td>36</td>
</tr>
<tr>
<td></td>
<td>29</td>
</tr>
<tr>
<td></td>
<td>26</td>
</tr>
<tr>
<td></td>
<td>20</td>
</tr>
<tr>
<td>vary d</td>
<td>1, 1, 1</td>
</tr>
<tr>
<td></td>
<td>47</td>
</tr>
<tr>
<td></td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>52</td>
</tr>
<tr>
<td></td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>49</td>
</tr>
<tr>
<td></td>
<td>49</td>
</tr>
<tr>
<td></td>
<td>49</td>
</tr>
<tr>
<td></td>
<td>49</td>
</tr>
</tbody>
</table>

Figure 2. The effect of variation in the variables a through d on judged efficiency of the cause.
negatively accelerated as would be predicted by the simple Bayesian model. As a test of whether the functions were indeed negatively accelerated, we tested whether or not the change from 1 to 5 was greater than the change from 9 to 15. The Bayesian model predicts a greater change, while the linear regression model predicts a smaller change. The increase from 1 to 5 was larger for each variable and significantly larger for all variables except \( d \) (\( \alpha(156) = 4.95, p < .001 \), for \( a \); \( \alpha(156) = 5.63, p < .001 \), for \( b \); \( \alpha(156) = 3.11, p < .01 \), for \( c \); \( \alpha(156) = .17, p < .01 \), for \( d \)).

**Sample size neglect.** While the evidence for a curvilinear effect of \( a \) through \( d \) supports the Bayesian model over the Schustack and Sternberg model, there remains the question of whether either is correct in its prediction that subjects' judgments should become more extreme with sample size. The data include some conditions which allow fairly direct assessments of this issue. For instance, there are three cases in which the value of \( a \) is three times as large as the values of \( b \), \( c \), and \( d \): 3, 1, 1, 9, 3, 3, 3, and 15, 5, 5, 5. Similar comparisons are possible for \( b \), \( c \), and \( d \). Figure 3 plots these comparisons as a function of sample size. As can be seen, there was only a weak trend for subjects to become more extreme in their opinions even though sample size was increasing by a factor of 5. The effect for \( a \) is not significant [\( F(2,78) = 1.61 \)], that for \( b \) is significant [\( F(2,78) = 4.02, p < .05 \)], that for \( c \) is not [\( F(2,78) = 1.03 \)], and that for \( d \) is [\( F(2,78) = 4.41, p < .05 \)]. Thus, it seems that the data would be more consistent with something like the \( \Delta P \) model, which is insensitive to sample size. According to Equation 5, the difference in log-odds between the most extreme conditions in Figure 3 should increase by a factor of 5. If we treat subjects' judgments as probabilities and convert these to log-odds, the difference in the judgments for the \( a \) and \( b \) cases only increases from 1.20 to 1.67. Subject neglect of sample size in other decision-making paradigms has also been noted by a number of other researchers (e.g., Tversky & Kahneman, 1974).

Shanks (1985) reported an experiment in the discrete paradigm in which subjects did show sensitivity to sample size. However, his data showed relatively little effect beyond 5–10 observations, while only 20% of our cases involved 10 or fewer observations. Also, he queried subjects after every five trials as to what their estimates were, whereas we asked only for the final estimate. Thus, it is not clear that the weak effects we find are any different from his. The larger effects that he found may be due to the requirement for repeated evaluations which might encourage subjects to become more extreme in their reports.

**Model fits.** We fit four models to the data which confirm the impressions obtained in the preceding analyses. The linear Schustack and Sternberg model (with parameters of \( w_0 = 40.8, w_1 = 3.4, w_2 = -2.5, w_3 = -1.5, \) and \( w_4 = .08 \)) fit with an \( R^2 \) of .86. The Bayesian model (with parameters of prior = .40, \( p_c = .50, p_n = .42, p_A = .40 \)) fit with an \( R^2 \) of .89. The weighted \( \Delta P \) model (with parameters of \( w_0 = 19, w_1 = 72, \) and \( w_2 = 27 \)) fit with an \( R^2 \) of .94. Finally, we fit the Bussemeyr's averaging model to predict such data as suggested by Kao and Wasserman (1993). In their development of it, they predict subjects' judgments as a linear function of the proportion of \( p_{a}, p_{b}, p_{c}, \) and \( p_{d} \) of the observations. For instance, \( p_a = a/(a+b+c+d) \). Applied to our situation, this model becomes

\[
50 + w_1 p_a - w_2 p_b - w_3 p_c + w_4 p_d
\]

if we assume 50 as the indifference rating. Fitting this model to the data, we obtained an \( R^2 \) of .93, with parameters \( w_1 = 50, w_2 = 57, w_3 = 35, \) and \( w_4 = 7 \). This is somewhat worse than the weighted \( \Delta P \) model despite the fact that it involves estimating one extra parameter. Its relatively good fit (compared with the Bayesian model or the linear regression model) reflects the fact that it, too, predicts subject behavior in terms of the relative proportion of events rather than the absolute number of events. This, again, is evidence for a nearly total disregard of sample size.

We do not want to attach too much significance to these relative \( R^2 \)s. All the \( R^2 \) values are relatively high because they capture the general sensitivity of subjects to the variables \( a, b, c, \) and \( d \). The relative ordering of the \( R^2 \)s across models just confirms what the qualitative analyses of the data indicated. The qualitative analyses indicated curvilinear effects of \( a \) through \( d \) and the disregard of sample size. Both of these effects are predicted by the \( \Delta P \) model and by the averaging model.

---

**Figure 3.** Effect of number of repetitions of data on judgment—predicted indicated by closed symbols and observed indicated by open symbols.
Subject reports. We asked subjects what variables they were paying attention to. On the basis of their own verbal and written reports, the ways by which the ratings were generated can be grouped as follows: (a) the majority of the subjects (26 out of 40) said they had tried to take all four types of information into account. Six of these reported actually doing what the $\Delta P$ rules prescribe. That is, they tried to calculate and compare the proportion of side effects when given drug treatment and the proportion of side effects when given no drug treatment. Others were less precise about what they had done but said that they had paid attention to all four values, and many indicated sensitivity to ratios or proportions; (b) 9 subjects reported that they had ignored the cases in which the drug was not used and had attempted to compare the occurrence of side effects versus no side effects in the presence of drug treatment alone; (c) 5 subjects reported other strategies which we found hard to interpret.

Figure 4 presents the data separately for subjects in Groups a and b. As can be seen, true to their word, subjects in Group a were showing relatively large effects of $c$ and $d$ while subjects in Group b showed relatively weak effects. Mixing these two groups of subjects would produce a weighted $\Delta P$ rule. It is true that even the subjects in Group a were not giving as much weighting to $c$ and $d$ as they were to $a$ and $b$. Perhaps, on some trials, they ignored the absence condition. Thus, the more general proposal is that subjects’ data can be predicted as a mixture of responding to $\Delta P$ and to just $P_1 = a/(a+b)$.

These data contrast with the data reported by Wasserman et al. (1990). They asked subjects in advance about what cells they thought they should pay attention to. They found 32 subjects who said they should pay attention to all cells and 13 who said they should pay attention only to the presence cells. However, there was no difference among these subjects in the effects of the four cells. All subjects showed larger effects of the $a$ and $b$ cells than of the $c$ and $d$ cells. The most apparent difference between these two experiments is that the Wasserman et al. subjects gave their reports in advance of the experiment, whereas our subjects gave their reports after the experiment.

Discussion

Thus, it seems that the majority of the subjects are behaving according to the $\Delta P$ rule of Allan and Jenkins except that they weight the two proportions differentially (or perhaps they sometimes neglect $P_2 = c/(c+d)$). This model has recently been promoted by Wasserman (1990) and Wasserman et al. (1993), who have interpreted it in terms of the Rescorla–Wagner learning model (Rescorla & Wagner, 1972). Chapman and Robbins (1990) showed that the Rescorla–Wagner rule will produce an asymptotic level of association strength that corresponds to the value of $\Delta P$. Wasserman et al. show that by assuming unequal learning rates in the various cells one can get a weighted $\Delta P$ model. Shanks (1987) has also promoted the interpretation of causal inference in terms of the Rescorla–Wagner model. He has also shown that the rate at which subjects approach asymptotic value can be predicted from the learning assumptions of that model.

The confirmation of the weighted delta rule in this experiment might seem to be evidence in favor of the interpretation of such judgments in terms of the Rescorla–Wagner model. However, subjects’ reports certainly sounded very different from associative learning. They often claimed to be consciously comparing the two
probabilities. The fact that the data so cleanly divide on the basis of subject reports (Figure 4) should be taken as evidence that their reports are to be believed. Allan and Jenkins (1980), Shaklee and Tucker (1980), and Wasserman et al. (1990) all have found that the behavior of a subset of subjects can be characterized as conforming to the $\Delta P$ rule. The subset of subjects graphed in Figure 4A would be those judged to correspond to the $\Delta P$ rule. One additional piece of information that we have from the present study is that subjects have conscious access to the rules that they are using and some even report explicitly calculating the $\Delta P$ quantity. Kao and Wasserman (in press) found that subjects were more likely to conform to the $\Delta P$ rule when the information was presented as summary numbers in a table rather than as individual cases (as in our experiment and most research). This would facilitate explicit calculations of proportions. By presenting summary totals in a table, the subject is relieved of having to count the four cells, which is a prerequisite to calculating the proportions.

Wasserman et al. (1993) reject the idea that subjects are explicitly calculating $\Delta P$. They asked subjects to explicitly estimate the probability of an effect in the presence of the cause and, separately, the probability of the effect in the absence of the cause. They looked at how well these estimated conditional probabilities predicted subjects’ causal ratings. They list two reasons for rejecting the $\Delta P$ model. First, the causal ratings correlated better with the objective conditional probabilities ($r = .98$) than they did with the subjects’ estimates of conditional probabilities ($r = .97$). However, this is a very small difference. More impressive is the high value of the correlation with subjective probabilities. Perhaps noise in the estimations made them a poorer predictor than the objective probabilities. Their second reason for rejecting the $\Delta P$ model is that these subjects were more influenced by $P_1$ than by $P_2$. However, in our view, this difference in weighting is produced by subjects who always or sometimes fail to consider what happens in the absence of the cause. The weighted $\Delta P$ rule reflects this mixture of strategies. To address the Wasserman et al. arguments, we thought we should look at a critical difference between their paradigm and our own. The next three experiments will look at causal inference in the paradigm they used.

**THE CONTINUOUS PARADIGM**

Much of the recent evidence in favor of the $\Delta P$ model and its interpretation in terms of the Rescorla–Wagner learning rule has come from a paradigm that is different from the one we have considered so far. Rather than a discrete paradigm in which subjects are presented with explicitly paired causes and effects, the causes and effects occur continuously over time. This paradigm is more like the conditioning paradigms that gave rise to the Rescorla–Wagner model.

One can argue that the discrete paradigm represents a rather unnatural situation in that subjects are explicitly informed when causes and effects might go together. More normally, possible causes and effects do not appear in the environment so neatly paired. Rather, we encounter events continuously in time and we have to decide whether they are causally related. So, for instance, we might slam a door and observe a second later that a book falls off a shelf. We can entertain the hypothesis that the first event might have caused the second. The time between these two events is relevant to assessing whether or not there is a causal connection.

Wasserman (1990) reports typical research in a paradigm with human subjects that is designed to be analogous to the animal operant conditioning paradigms. Subjects were asked to explore whether tapping caused a light to come on. They were free to tap as often as they liked. The experiment was divided up into 1-sec intervals. Subjects chose to tap in about one-third of these intervals. Wasserman defined different conditions in terms of the probability that the light would be presented at the end of a 1-sec interval in which the subject tapped and the probability that the light would be presented at the end of a 1-sec interval in which the subject did not tap. In his Experiment 5, Wasserman created 15 conditions by factorially combining probabilities of .00, .25, .50, .75, and 1.00 of a light in a tap interval and a light in a nontap interval. In the case of a tap, these probabilities are referred to as $P(O|R)$ (for probability of outcome given response) and in absence of tap they are referred to as $P(O|R)$. These are analogous to the $P_1$ and $P_2$ that we defined for the discrete paradigm. Subjects had 60 sec to experiment with the causal relationship. They were asked to rate a causal relationship on a −100 to +100 scale, where −100 meant that the press prevented the light from turning on and +100 meant that the press caused the light to come on.

Wasserman (1990) noted in these data that $P(O|R)$ seemed to have a larger influence on subjects’ judgments than did $P(O|R)$. He was successful in fitting a weighted $\Delta P$ rule to his data, just as we were with the data in Experiment 1. As we noted, Wasserman et al. (1993) argued that unequal weighting implied that subjects were not explicitly calculating $P(O|R) - P(O|R)$ as the $\Delta P$ rule would have. This is part of their reason for promoting the Rescorla–Wagner learning model with unequal learning rates. However, we have argued that these data could be interpreted as subjects’s sometimes making their judgments on the basis of $P(O|R) - P(O|R)$ and sometimes on the basis of just $P(O|R)$, which would give an unequal weighting of the two proportions. We thought it would be worthwhile to collect some data in this continuous paradigm to see what subject reports were like and whether or not we could similarly split the subject population as we had in the discrete paradigm.

**EXPERIMENT 2**

The second experiment was an attempt to reproduce the standard continuous paradigm. Three values were used for $P(O|R)$ and $P(O|R) = .167, .500, \text{ and } .833$. All
nine combinations of these probabilities were used. We were also interested in looking at effects of time and number of intervals: One condition involved thirty 750-msec intervals, one condition involved thirty 1,500-msec intervals, and one condition involved sixty 750-msec intervals. Comparison of these conditions would give us some sense of subject sensitivity to sample size. Combining these three types of problems with the different values of $P(O|R)$ and $P(O|R)$ yields 27 conditions. If a subject made a response in one of these intervals, the effect occurred at the end of the interval with probability $P(O|R)$, and if the subject’s response did not occur in that interval, the effect occurred with probability $P(O|R)$. Wasserman (1990) looked at variables such as time of intervals and number of intervals and did not find any substantial effects. Shanks (1987) found effects of number of intervals when the number was very small. Shanks interpreted these early changes as reflecting the learning process by which the Rescorla–Wagner model reaches asymptote. The insensitivity to number of intervals beyond the first few might be seen as another case of subject insensitivity to sample size.

**Method**

Depending on the condition, subjects had either 22.5 or 45 sec in which to experiment with a flute. They were asked to judge whether clicking the mouse of the computer caused a flute icon on the screen to play a tune. After experiencing one such problem, they were asked to judge its causal efficacy and then to judge another problem. Altogether, they judged 81 such problems in random order. These involved three replicates of each of the 27 conditions. At the end of a problem, the subjects were asked to enter a number from 100 to 100 that best reflected their judgments of the causal relationship between the clicking and the icon. We used this response scale to correspond to the one used by Wasserman et al. (1993).

**Subjects.** Eighteen graduate and undergraduate students were recruited through an ad on the Carnegie Mellon University computer market bulletin board. They were each paid $5 for participating in the 1-h experiment. There were 10 male and 8 female subjects, of whom 11 had taken statistics courses. Neither sex nor the prior statistics course interacted with the results. Therefore, we will average the results over all subjects.

**Apparatus.** A Mac Ici computer was used to control the stimulus display and collect data from the subjects. The display was a 5 × 3 in. window at the center of an Apple 21-in. monochrome monitor.

**Procedure and Instructions.** Figure 5 shows the screen display. The subjects were given three practice trials at the beginning of the experiment and a 5-min rest halfway through the experiment. The following are the critical instructions:

In this experiment your task is to find out whether clicking the mouse has any effect on whether or not the flute icon shown on the monitor sounds a tune. At any time you may choose to click the mouse or not click it. You can click it as often or as rarely as you like. However, to make a good judgment, you must pay attention to whether the flute plays the tune when you click the mouse and when you don’t click it. The flute icon is highlighted when you click the mouse. Clicking the mouse has no effect whatsoever when the icon is still highlighted. Otherwise, you may click it at any time you like. Please release the mouse once a click is made.

There will be 81 different problems, each lasting for either 22.5 or 45 seconds. In each problem the flute will sometimes sound when you click the mouse, and will sometimes sound of its own accord. The relationship between clicking the mouse and whether or not the flute sounds will be constant within each problem, but may well differ from one problem to the next. Your task is to choose an integer between −100 and 100 that best reflects the degree to which you believe clicking the mouse has an effect on sounding the flute icon. For example, choosing a negative number means you think clicking the mouse prevents the flute from playing the tune; while choosing a positive number means you think clicking the mouse causes the flute to produce sound. +100 indicates that clicking the mouse always causes the flute to sound, and −100 indicates that clicking the mouse always prevents the flute from sounding. Zero indicates that clicking the mouse has no effect on whether or not the flute sounds. Please type in the number at the prompt of the dialogue window.

**Results**

The results of the three observations per condition were averaged for each subject and then subjected to a three-way analysis of variance. The analysis of variance reveals a significant effect of $P(O|R)$ and $P(O|R)$ in the condition $[F(2,34) = 158.1, MS_{e} = 1,111.3; P(2,34) = 127.7, MS_{e} = 712.8, respectively]$. Although the table of means and number of events $[F(2,34) = .10, MS_{e} = 546.2]$, substantially replicating Wasserman (1990). Figure 6 displays the effects of $P(O|R)$ and $P(O|R)$. The weighted $A_{e}$ model was fit to the data and accounted for 97% of the variance. The regression equation is

$$
\text{Rating} = -9 + 100P(O|R) - 72P(O|R).
$$

Thus, the data nicely replicate past results and are consistent, at this level of analysis, with what we obtained in the discrete paradigm. This helps establish that our procedures and subjects are not unlike those used by other researchers and so sets the context for other analyses.

When we interviewed the subjects, we found it quite impossible to interpret their reports as indicating that they had paid attention to $a, b, c, \text{ and } d$ events or some subset of these events. Unlike in the case with the discrete paradigm, they perceived no event boundaries. Thus, subjects could not easily calculate the number of $a, b, c, \text{ and } d$ events and no one reported trying to estimate either $P(O|R)$ or $P(O|R)$. Rather, they claimed to be responding to the rate at which the flute sounded when they were pressing and when they were not pressing the mouse. As one subject reported: “I clicked continuously for a few seconds, observed, then did not for a while and saw what made a difference in the beeping. The gaps between the beeps were most informative but I looked at the frequency as well.” Another subject reported: “I would listen to a pattern and then try to alter it with the clicking. The more my clicking speed the pattern up—the higher the positive number—and vice
versa. Slowing the pattern down produced a negative number."

Thus, subjects claimed to be responding to the rate at which the beeps were occurring or the frequency of beeps in a self-defined click or no-click interval. They were not counting events of no beeps (corresponding to b and d). One implication of the reports is that subjects tend to cluster their clicking by clicking for a number of intervals and pausing for a number of intervals. This would suggest that subjects are quite likely to click in the current interval if they had clicked in the previous interval but not to do so if they had not. Indeed, this is what we observed with a .64 probability of clicking in the current interval if they had clicked in the previous interval, but only a .27 probability if they had not clicked in the previous interval. By contrast, if they had been clicking uniformly throughout the experiment there would not have been such a difference.

It might seem strange that the weighted $\Delta P$ model does so well in predicting the data if subjects are responding to the rate of clicking and not to the probability. However, the probability manipulation controls the rate of clicking. It is true that we used two different event intervals (750 and 1,500 msec) and found no effect of this manipulation. However, the increase to 1,500-msec intervals would slow the rate of beeping in both click and no-click intervals and not affect the relative differences in rates. Thus, relative rate was totally confounded with relative probability. Wasserman and Neunaber (1986) and Shanks, Pearson, and Dickinson (1989) have found effects of the delay between response and event on causality judgments. In their experiments, they varied the interval between response and event but held constant the interval between events when subjects did not respond. Our third experiment was undertaken to see what would happen when we decorrelated relative rate and relative probability and had different delays in the case of a response and in the case of no response.

**EXPERIMENT 3**

In Experiment 3, the method, materials, and instructions to subjects were the same as those in Experiment 2. There were 15 conditions defined by the crossing of 5 contingency conditions with 3 time conditions. The contingency conditions were designed to create differences of $P(O|R) - P(O|\bar{R})$ of $-0.67, -0.33, 0, 0.33,$ and $0.67$. To create these differences, the following five pairs of values for $P(O|R)$ and $P(O|\bar{R})$ were used: $0.17$ and $0.83, 0.17$ and $0.5, 0.5$ and $0.83$ and $0.5$, and $0.83$ and $0.17$. The time to the flute sounding (if it did sound) was $V + T$, where $V$ was a random exponentially distributed variable with a mean of 150 msec and $T$ took on different values depending on the timing condition. In one condition, the $T$ was 450 msec when subjects clicked and 1,050 msec when they did not; in a second condition, $T$ was 750 msec in both intervals; and in a third condition, it was 1,050 msec when the subjects clicked and 450 when they did not. If the subject clicked, the program always waited until the selected time before sounding the flute, irrespective of whether the subject clicked again or not. After an interval was up, the program would treat the next time as a no-click interval unless the subject clicked before the no-click time was up, in which case the program would switch at that point to timing a click interval. Each trial involved 48 intervals.

The purpose of this manipulation was to introduce a decorrelation between probability and rate. Table 3 illustrates this for the 15 conditions of the experiment. There we have the probabilities, $P(O|R)$ and $P(O|\bar{R})$, associated with each condition, the mean times, $T(O|R)$ and $T(O|\bar{R})$, of the intervals, and the rates defined as $R(O|R) = P(O|R)/T(O|R)$ and $R(O|\bar{R}) = P(O|\bar{R})/T(O|\bar{R})$. As can be seen, there are substantial variations in rates in conditions of constant differences in probabilities.

**Method**

Except for the different timing arrangement, the procedure in Experiment 3 was identical to that of Experiment 2. There were 60 problems which involved four replications of each of the 15 conditions. At the end of a problem, the subjects were asked to enter a number from $-100$ to 100 that best reflected their judgment of the causal relationship between the clicking and the icon.

Eighteen graduate and undergraduate students were recruited through an ad on the Carnegie Mellon University computer market bulletin board. They were each paid $8 for participating in the 1-h experiment. There were 12 male and 6 female subjects, of whom 12 had taken statistics courses.

**Results**

A within-subjects analysis of variance revealed significant effects of contingency condition [$F(4,68) = 85.85, p < .001, MS_e = 1.071$] and timing [$F(2,34) = 34.44, p < .001, MS_e = 656$] and a significant inter-
action between the two \(F(8, 136) = 6.25, p < .001, MS_e = 284\). The results are displayed in Figure 7. As can be seen, the subjects’ data increase both as the contingency difference between click and no click increases and when the click interval is short relative to the no-click interval. The significant effect of timing means that a model that uses only probabilities, as does the \(\Delta P\) model, is wrong. The effects of timing appear largest for intermediate values of \(P(O|R) - P(O|R)\) where there are no floor or ceiling effects.

We compared a number of models for predicting subject data. One (the \(\Delta P\) model) used the probabilities, and the other used the mean rate at which the flute was expected to sound per unit of time. These two factors were confounded in the previous experiment. Using probabilities, a regression equation that accounted for 84% of the variance was obtained:

\[
\text{Rating} = -3 + 85P(O|R) - 78P(O|R).
\]

Using rates, the following equation, which accounted for 88% of the variance, was obtained:

\[
\text{Rating} = -12 + 51R(O|R) - 35 R(O|R),
\]

where \(R(O|R)\) is rate of sound when clicking and \(R(O|R)\) is rate when not clicking. Again, the difference in \(R^2\) between the two models is not large because both capture much of the major trends in the data. The real evidence for the rate model is the significant effect of timing in the analysis of variance.

If we take seriously subject reports that they were responding to perception of relative rates of beeping, this suggests that we should be applying models from psychophysics as to how people compare perceptual quantities. One frequently used statistic is Weber’s contrast, or the grating contrast (Barlow & Mollon, 1982), which is the difference between two magnitudes over their sum. In the context of our current situation, this quantity is

\[
G = \frac{R(O|R) - R(O|R)}{R(O|R) + R(O|R)}.
\]

The grating contrast has the advantage of being the right response scale for these experiments, varying from –1 to 1. To a good approximation, the grating contrast behaves like a logarithmic function of the ratio of rates. Correlating this quantity with the data accounts for 93% of the variance with one less parameter than either the \(\Delta P\) or the \(\Delta R\) models above. The best fitting equation is

\[
\text{Rating} = 4 + 77G.
\]

The grating contrast provides a better fit to the data because it makes the difference in rates relative to the absolute values of rates. One can imagine the subject detecting changes in the pattern over the base rate defined by the denominator of the grating contrast. A similar equation was fit to Experiment 1, and it accounted for 90% of the variance. This is less than the \(\Delta P\) model’s 97%, but the grating contrast model has one fewer parameter. The first experiment did not vary timing in a way that would produce discriminating results.

In this experiment, as in the previous one, subject reports were also quite explicit about the fact that they were responding to rates. One subject reported: “Listen first, try different patterns. Listen to intervals of silence and the flute. Both were important. Found mostly the time lags were important.” Another reported: “I would wait 5 to 10 sec and listen to the rate of sounds when not clicking. Then I would click for about 5 sec and listen to the rate again. Then listen without clicking again.”

Thus, as subjects report, it would seem that they were responding to the rates of sounds and that their judgments are best thought of as psychophysical judgments of the difference in the magnitudes of these rates.

Figure 7. Results of Experiment 3. Effects of contingency and timing. Timing is given in terms of the constant time (in milliseconds). Another random time averaging 150 msec was added.
EXPERIMENT 4

Method
Having now shown that the critical variable seemed to be rate and not probability, we wanted to do a more parametric exploration of subject sensitivity to the time dimension. This experiment was like the third, except that \( P(O|R) \) and \( P(O|\overline{R}) \) were 1—that is, every time interval ended with a sound. However, we manipulated the time orthogonally until the sound occurred in the presence and in the absence of a click. The mean waiting times when subjects did not click were 1,000, 2,000, and 4,000 msec, and the mean waiting times when subjects did click were 250, 500, 1,000, 2,000, 4,000, and 8,000 msec. Since the probabilities were 1, the rates in this experiment were simply 1 divided by the times. These times were randomly distributed according to an exponential distribution with the given means. Crossing these two variables resulted in 18 conditions. There were four replications of each condition in the experiment, for a total of 72 problems. Each trial lasted 40 sec and involved however many intervals would fit into that time period under the constraints of the condition, the pattern of clicking adopted by subject, and the random variability in interval generation. Otherwise, the procedure was identical to that of the previous experiments.

Eighteen graduate and undergraduate students were recruited through an ad on the Carnegie Mellon University computer market bulletin board. They were each paid $8 for participating in the 1-h experiment. There were 9 male and 9 female subjects, of whom 11 had taken statistics courses.

Results
Figure 8 shows the results of this experiment. There are main effects of click interval \( [F(5,85) = 37.38, \ p < .001, \ MS_e = 1,688] \), of no click interval \( [F(2,34) = 18.79, \ p < .001, \ MS_e = 1,001] \), and an interaction between the two variables \( [F(10,170) = 2.93, \ p < .01, \ MS_e = 269] \). As the probabilities are held constant at 1 throughout the experiment, it is worth noting that a wide class of models are totally incapable of handling these data—including the Schustack and Sternberg (1981) linear model, the Bayesian model, any variation of the \( \Delta P \) model (including the Rescorla–Wagner model), or Busemeyer’s (1991) averaging model. One can only account for these data by a model that responds to rates of events.

We found the best fitting linear function to the rates to be

\[
\text{Rating} = -1 + 20R(O|R) - 33R(O|\overline{R}),
\]

which accounted for 76% of the variance. Again, a simple linear function of the grating contrast accounts for a great deal more variance (95%):

\[
\text{Rating} = -3 + 63G.
\]

This grating contrast model predicts a diminished effect of \( R(O|\overline{R}) \), given larger values of \( R(O|R) \), which is in part the interaction displayed in Figure 8—a smaller effect of mean time if no click when there were larger values of mean time if click. Figure 9 illustrates the relationship between the grating contrast and subject ratings. It shows that different conditions with similar grating contrasts do produce similar ratings. Subjects were responding to the ratio of rates.

GENERAL DISCUSSION

The results of the first three experiments were relatively well fit by the weighted \( \Delta P \) model. However, subject reports suggested rather different interpretations of these outcomes in the discrete and continuous paradigms. In the discrete paradigms, subject reports indicated that there was a mixture of responses on the basis of pure \( \Delta P \) and responses on the basis of just \( P_1 \), with the resulting combination looking like a weighted \( \Delta P \). An analysis of the data sorted by subject report confirmed this indication. Subject reports in the continuous paradigm suggested that they were responding in terms of rates which tended to be confounded with probabilities.
This was confirmed in Experiment 3, which decorrelated rates and probabilities, and in Experiment 4, which held probabilities constant and varied rates.

Our research has found the discrete paradigm to be very different from the continuous paradigm, despite the tendency in the literature to treat them as the same. In the continuous paradigm, subjects do not respond to specific response-event combinations. Rather, they cut the period up into intervals both when they are responding and when they are not. Their judgments reflect the rate of the critical event in the response intervals versus the nonresponse intervals. This strategy reflects in part the fact that they can exercise control by responding in the continuous paradigm, which they cannot do in the discrete paradigm. However, more importantly, it reflects the fact that they cannot count pairings of responses and outcomes in the continuous paradigm. They do not know when the experimenter-defined intervals are up and whether or not the effect has occurred. Rather, they perceive a continuous stream of events. We have a classic case here of the difference that can occur between a subject's perception of an experiment and the experimenter's characterization of it.

It seems that the consideration that unites the two paradigms is that subjects respond in terms of whatever variables are perceptually salient and seem causally relevant. Subjects behave according to the ΔP model in the discrete paradigm because it is relatively easy to count events, which must be done in order to respond in terms of probabilities. As Kao and Wasserman (in press) have shown, subject behavior corresponds more to the ΔP model when the counts of events are provided for the subjects in summary tables.

Subjects do not behave according to the ΔP model in the continuous paradigm basically because it is not possible to count the various kinds of events. Rather, what subjects can do is to judge the perceptually salient feature, which is the rate of the event when they are responding and when they are not. It is significant that their judgments can be fit so well by a simple grating contrast, which also works well in similar psychophysical experiments. Gallistel (1990) has proposed a similar rate model in the conditioning literature as an alternative to the Rescorla–Wagner model which leads to a ΔP model prediction.

These results give us an interesting perspective both on the issue of the mechanisms for causal judgment and on the issue of the normative status of these mechanisms. It appears that subjects look for quantities that are both easy to compute and causally relevant, and that they make their judgments with respect to these. The more extreme such a quantity is in the direction expected by a causal relationship, the more evidence it provides for a causal relationship. However, subjects pay relatively little attention to the sample size on which this quantity is based. Thus, under a narrow definition, subjects cannot be viewed as making causal judgments in a normative manner. However, there are broader perspectives under which the issue is not so clear. For instance, Gallistel (personal communication, spring, 1994) has argued that it makes little sense, in foraging in a rapidly changing real world, to respond to long-term statistics and that organisms should respond to only their last few experiences.

There are two perspectives that one might take on these data. One is that subjects are engaging in causal inference but in a nonnormative manner. The second is that subjects are substituting a perceptual judgment for a causal judgment (in the narrow normative sense). One might seriously question whether subjects even know what it means to assess the probability that one event causes another. Certainly, psychologists and philosophers have had a hard time agreeing.

The implications of these results are essentially negative for theories that attempt to interpret causal inference as some sort of associative learning such as with recent uses of the Rescorla–Wagner model. In no real sense are subjects learning associations. The only "learning" involves estimating perceptual-like quantities, and often that involves explicit counting. These results are equally negative for such theories as Anderson's (1990) rational model or Cheng and Novick's (1992) focus-set ΔP model, which try to provide some rational reconstruction of what subjects are doing. We have already discussed problems that the rational model has. The focal-set ΔP model is very flexible and could deal with the mixture in the discrete paradigm simply by assuming that subjects have different focal sets—either all the events or just those where cause is present. However, it has no way of dealing with subjects' reliance on rates rather than probabilities in the continuous paradigm. Perhaps more fundamentally, these models cannot accommodate the fundamental assumption unifying our interpretation of discrete and continuous paradigms, which is that subjects are choosing to estimate whatever quantity is easy to calculate and also seems to have causal relevance. Our subjects are not judging probability of a causal relationship.

One could argue that the tasks that we asked our subjects to perform are artificial and that they have no relationship to causal inference outside the laboratory. While the requirement of assigning numbers on rather arbitrary scales adds an element of artificiality to the process, there are reasons to suspect that these judgments are related to judgments made outside the laboratory. The fact that the judgments are as regular as they are across conditions and as sensitive as they are to causally relevant variables is one argument that supports the suggestion that they are related to causal inference outside the laboratory. A second argument lies in the similarity of these results to research on conditioning and the similarity of those data to more natural data on foraging (Stephens & Krebs, 1986). Interestingly, research on foraging has also shown that animals seem to respond to rather simple easy-to-compute statistics that are correlated with optimal behavior (e.g., Kamil, Yoerg, & Clements, 1988).

Other evidence that these causality judgments are not epiphenomenal comes from the experiments of Chat-
losh, Neunaber, and Wasserman (1985) and Shanks and Dickinson (1989) in the continuous paradigm. They varied the delay of event and probability of the event and compared subjects who were asked to estimate causal force and subjects who were put in an instrumental situation and asked to maximize the number of events. They found that rate of responding in the instrumental condition mirrored the causal ratings given by subjects in the judgment condition. However, Chatlosh et al. did find that rate of responding increased as subjects had more experience with a positive $\Delta P$ (240 events vs. 60) while their ratings did not change. So, it is not entirely clear that the mechanism which controls their causal judgments is the same as the mechanism that controls their responding.

Another way some have questioned the artificiality of the task is to argue that such paradigms are basically devoid of any role for prior knowledge and so are quite unlike causal inference in most real-world tasks. While it is hard to judge the issue of relative frequency, there are cases in which people make causal inferences on the basis of contingency information alone. Many hypotheses in medicine start with simple correlations, and only much later is work done on the possible causal mechanisms grounded in prior biological knowledge. Much of what people learn about modern devices is based on raw contingency information—press this button and see what happens. The conditioning literature has shown that many organisms are capable of learning things on the basis of raw contingency. This is not to deny that prior knowledge, when it is available, can have a large effect on causal inference. However, it is a mistake to classify causal inference in the absence of prior knowledge as "artificial."
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7. On average, subjects clicked in 43% of the intervals, which is only a little higher than the rate Wasserman reports.

8. Again, none of these effects interacted with whether subjects had had a prior statistics course.

9. Again, there were no significant interactions with whether or not the subjects had had a prior statistics course.
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