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Most research on human memory has mainly focused on the question of understanding what memory does and not on why memory does what it does. There have been requests that the field focus more on the function of memory and perhaps as a consequence applied research on memory has been a growing field. Neisser (1976, 1978, 1982) argued that the field should adopt an "ecological approach" to memory and study how memory is used in the real world. He suggests that the principles of memory in the real world might be different from the ones uncovered in the laboratory. Bruce (1983) made a serious effort to define what such an ecological approach would amount to. He noted that research under the ecological banner focused on everyday memory phenomena and he argued that more attention needed to be given to evolutionary explanations for why memory worked as it did.

The major difficulty in achieving insight from a functional approach to human memory is that its function is at once so obvious but also so apparently flawed. It is obviously valuable to have access to one's past and make one's current behavior contingent on the past. On the other hand, human memory with its many failures seems quite flawed. How much insight is there to be gained by noting that memory has an obvious function that it achieves poorly? As Bruce noted, the ecological approach is left with anecdotes about when memory seems to achieve its function well and when it does not.

However, researchers have long wondered whether human memory really was so flawed. One finds occasional arguments (e.g., Bjork & Bjork, 1992) that memory's most apparent deficit, forgetting, may be an adaptive response to the need to focus on currently relevant information. In general, arguments for the adaptiveness of human memory have taken the perspective that the memory system faces constraints and that its behavior is an optimal solution to these constraints. This theme appears in a couple of recent formal models of recognition memory (McClelland & Chappell, 1998; Sliffrin & Steyvers, 1997) that argue that recognition memory takes an optimal Bayesian solution to discriminating between the traces of foils and targets. Such optimal theories are shown capable of explaining such phenomena as the list-strength effect (Ratcliff, Clark, & Sliffrin, 1990), which had been problematical for past theories.

This chapter is organized around a proposal for understanding the adaptiveness of the memory system called rational analysis (J. R. Anderson & Milson, 1986; Anderson & Schoo, 1991; Schooer, 1992; Schooer & Anderson, 1997). This framework assumes that there is some cost, C, associated with retrieving a memory. This cost may reflect meta-
bolic expenditure in maintaining and retrieving the memory and also the time and search and consider the memory if the memory proves to be useful to the current purposes, there is some gain, G, in accessing the memory. The problem facing the memory system is to come up with some scheme that minimizes the costs in retrieval while maximizing the gains. Rational analysis also proposes that the memory system can, in effect, assign some probability P to a memory being relevant to the advance of retrieving it. Given these three quantities, an adaptive memory system would search memories in order of their expected utilities, \text{PC} - C, and stop considering memories when a probability P is retrieved such that:

\[ \text{PC} < C \]

(1)

This predicts that people will be able to retrieve most rapidly memories that are most likely to be relevant to their current needs and not recall memories that are unlikely to be relevant. This framework can be elaborated into a theory that makes quantitative predictions about latency and probability of recall.

As Anderson and Salton (1980) discuss, this basic framework applies to many artificial memory systems such as information retrieval systems (Salton & McGill, 1983), libraries (Burtch, 1980, 1985), and file management systems (Stritter, 1971). For instance, libraries try to assess the probability that books will be needed, making those most likely to be needed available in special collections, others in the stacks, others in various off-site storage areas, and giving away still other books. Similarly, it is argued that the human memory system makes the most likely memories available in various sorts of working memories, makes others more or less available in long-term memory, and forgets still others.

There are three quantities in the above analysis—P, C, and G. The one that has been subjected to the most analysis is P, the probability of a memory being needed. The next section will give a formal analysis of this probability as a function of need probability and its relationship to probability of recall and latency of recall. The subsequent sections will discuss how this need probability is sensitive to the history of past usage of the memory as well as the current context. The last section of this chapter will discuss how G, the value of the memory, and C, the cost, might reflect effects of the content of the memory.

Part of the effort to give a rational analysis to human cognition (Anderson, 1990) was the claim that the memory system functions optimally under this analysis. Such claims about optimality are always controversial. This chapter will not push this issue of optimality but rather illustrate that the above perspective does offer insight about memory. Sometimes, it yields surprising, quantitative predictions.

The Analysis of Need Probability

Need probability is the probability that a particular memory is needed in a particular context. Letting H stand for the hypothesis that the memory is needed and E the evidence of the elements in the context, the need probability can be denoted as a conditional probability \( P(H | E) \). This conditional probability could be profitably analyzed in a Bayesian framework. Bayes Theorem in odds form is:

\[ \frac{P(H | E)}{P(\overline{H} | E)} = \frac{P(H)}{P(\overline{H})} \frac{P(E | H)}{P(E | \overline{H})} \]

(2)

or

Posterior-odds = prior-odds * likelihood-ratio

This offered a useful separation of factors that did involve the current context and that did not. The prior odds, \( P(H) / P(\overline{H}) \), reflected factors associated with the general history of the memory. It is called the history factor and will be analyzed in the next section. The likelihood ratio, \( P(E | H) / P(E | \overline{H}) \), reflects how the current context determines the probability of being relevant. This is called the context factor and will be discussed in the subsequent section. The remainder of this section will do three things. The first is to discuss the issue of possible mechanistic realizations of this mathematical formula. The other two are to articulate how need probability might map onto the dependent measures of latency and probability of correct recall.

A frequent criticism of this analysis is that the Bayesian mathematics is not intuitive and that people are poor at estimating Bayesian probabilities. It should perhaps be obvious, but there is no claim here that people are explicitly calculating these probabilities. Rather, the claim is that the human memory system is behaving as if it were calculating such probabilities. This leaves open the question of how it achieves this “as if” behavior. J. R. Anderson (1982) showed that standard common-memory activation formulas (e.g., Rumelhart & McClendon, 1982) serve to calculate a quantity related to need probability. There are two keys to this insight. The first is that he analyzes J. R. Anderson and Milson (1989), that the likelihood ratio \( P(E | H) / P(E | \overline{H}) \) can be decomposed into the product of a number of likelihood ratios, one for each element in the context. Then the Bayesian equation above becomes:

\[ \frac{P(H | E)}{P(\overline{H} | E)} = \frac{P(H)}{P(\overline{H})} \prod_{j} \frac{P(E_j | H)}{P(E_j | \overline{H})} \]

(3)

where the product is over the elements \( j \) in the context and the \( P(E_j | H) / P(E_j | \overline{H}) \) are the likelihood ratios of elements \( j \) appearing in the context if the memory is needed or not.

The quantity above reflects multiplicative operations, but neural activation is typically thought of as adding influences from various sources. One can get an additive formula by taking logs of both sides of the above equation and having a log-odds formula:

\[ \log \left( \frac{P(H | E)}{P(\overline{H} | E)} \right) = \log \left( \frac{P(H)}{P(\overline{H})} \right) + \sum_{j} \log \left( \frac{P(E_j | H)}{P(E_j | \overline{H})} \right) \]

(4)

This is basically equivalent to the following connectionist activation formula where \( A_i \) is activation of unit \( i \), \( E_i \) is the base level activation, \( W_{ij} \) is the input from element \( j \), and \( S_t \) is the strength of association between \( j \) and \( i \):

\[ A_i = B_i + \sum_j W_{ij} S_t \]

(5)

If the unit \( i \) reflects a memory, then its activation reflects log posterior odds of the memory being needed, its base-level activation reflects prior odds, and strength of association reflects the log of the likelihood ratio. The ACT-R theory, which uses these activation processes to reflect these Bayesian quantities, has been quite successful in accounting for human memory (J. R. Anderson, Bothell, Lebiere, & Maatesa, 1998).

That ACT-R theory also incorporates the rational analysis of the relationship between need probability and the dependent measures of probability of recall and latency of recall. J. R. Anderson (1990) derived what the relationship should be between need odds, n, and the observed behavioral measures. Need odds is \( P(H) / P(\overline{H}) \) or \( (L_0 + 1) / L_0 \) from the prior mathematics.

The analysis given in the introduction implied a step function for probability of recall such that all items with \( n \) over a threshold would be recalled and none below all not recalled. However, J. R. Anderson (1990) showed that, if there was some noise in the estimation of need probability, then the odds of a memory, with need odds \( n \), being above threshold is:

\[ \text{Odds of recall} = \text{Gr}^n \]

(6)

In words, the recall odds should be a power function of need odds. A power function means that some term (in this case \( n \)) is raised to an exponent (in this case 1).

The introduction described a search process that terminates when one of the following two conditions is met: (1) the needed memory is found; or (2) the need odds of the next memory falls below threshold. To predict latency of recall what is important is the first condition: the time it takes to find a needed memory that has not been correctly retrieved. The analysis assumes a best-first serial search of memory. Therefore, the time to retrieve a particular memory will be proportional to the rank of its need odds among the need odds of all memories. J. R. Anderson and Schooler (1991) show that assuming need odds are distributed according to the ubiquitous Zipf's law (Jijs & Simont, 1977), the time to recall a memory with need odds \( n \) will be:

\[ Time \text{ for recall} = A n^k \]

(7)

That is, the time to retrieve a particular memory should be a power function of need odds. Thus, the prediction is that two dependent measures, odds of recall and latency of recall, should both be power functions of need odds.

The History Factor

J. R. Anderson and Schooler (1991) focused on the effects of amount of practice and retention interval on recall. Somewhat obviously, it is adaptive to make more available memories that are used more often (the practice effect) and less available memories that have not been used for a while (the retention effect). If this is all that an adaptive analysis predicted it would offer only a little insight. Fortunately, more is known about the effects of practice...
and retention interval than these simple ordinal relationships. It has been shown that performance improves as a power function of practice (Newell & Rosenbloom, 1981). This is usually measured in terms of latency, but the relationship also holds for odds of recall. It is also known that performance deteriorates as a power function of the retention interval (Rubin & Wenzel, 1996; Wicklund & Ebbesen, 1991). This is usually displayed in terms of probability of recall, but power function deterioration also describes odds of recall and latency. One of the questions addressed in Anderson and Schooler was whether this adaptive analysis could predict the behavioral power functions. As noted, this analysis implies that the behavioral measures are related to need odds by a power function. If it turned out that need odds were related to amount of practice by a power function and to retention interval by a power function, the power laws of practice and retention interval would be predicted. That is, if the need odds, n, were related to an independent variable, x, as a power function:

\[ n = F(x^n) \]  

then odds of recall would be related to x by a power function (combining equations 6 and 8):

Recall odds = \( CF(x^n) \) = \( CF(-n \log(x)) \)

and latency would also be related to x by a power function (combining equations 7 and 8):

Time for recall = \( A(F(x^n))^t = A(F^n)^{nt} \)

Thus, the goal became to identify what relationships held between need odds and practice and retention interval. More generally, the goal became to study the statistics of the informational demands that people face in their environment.

Gathering statistics about these informational demands requires detailed records of people's activities in the world. Ideally, researchers would follow people around, tallying their informational needs. Clearly, it is impractical to study the complete history of the informational demands that the environment places on an individual. Instead, J. R. Anderson and Schooler (1991) have studied three environmental databases that capture coherent "slices" of the environment. Two of these databases, word usage in speech to children and in the New York Times headlines, are linguistic in nature, but differ in their time scales. A third involves the daily distribution of people who sent the first author (JA) electronic mail messages. This database captured aspects of his social environment:

- **Speech to children**: Each word a child hears is another demand to retrieve the meaning of that particular word. MacWhinney and Snow's (1990) CHILD database is a collection of transcripts of children's speech interactions. Anderson and Schooler analyzed 25 hours of preschool children's verbal interactions noted by Hall and Titre (1979) that were collected by attaching wireless microphones to the children's clothing. For the analyses based on the Hall and Titre corpus, a word was defined to be needed each time it was mentioned in an utterance.

- **New York Times**: Reading newspaper headlines requires retrieving the meaning of words that make up the headlines. Two years' (1986 and 1987) worth of New York Times front-page headlines were studied. For the analyses based on the New York Times headlines, a word was defined to be needed each time it was mentioned in a headline.

- **Authors of electronic mail**: Each time someone received mail, demands are made on the computer system to retrieve information about the person who sent it. Three years' worth of JA's mail messages were studied. For these analyses, information about a sender was defined to be needed each time JA received a message written by that sender.

Studying the effect of practice involved looking at the relationship between the probability that an item would occur in a particular interval in the past and the probability that it would occur in the next interval. It was found, as has already been documented (Ijiri & Simon, 1977), that there is a direct linear relationship between the two probabilities of the form:

\[ \text{Probability-in-the-future} = a \times \text{probability-in-the-past} \]

where a is a fraction typically less than 1. Since the actual probabilities are much less than 1, this also implies the relationship between odds will be approximately of the same form:

\[ \text{Odds-in-the-future} = a \times \text{Odds-in-the-past} \]

Figure 34.1 shows the results of the analysis of the New York Times. Figure 34.1 (a) plots the odds of a word being included in the front page headlines as a function of the number of days since the word was last included. Figure 34.1 (b) shows these results in a log-log coordinates. Here the curve is straight, suggesting that the environmental recency function, like its behavioral counterpart, can be described by a power function. (It cannot be described by a power function of a different kind. Similar results hold for both the analyses of speech to children and the daily distribution of the sources of electronic mail messages. Recker and Pitkow (1996) have shown that similar statistics are also found in WEB accesses. In conclusion, need odds is both a power function of amount of practice and retention interval. In one case, this was a novel finding. Thus, in both cases, the behavioral power functions represent adaptive responses to the statistical structure in the environment. This offers some insight into the nature of memory.

Can rational analysis go beyond predicting the parametric forms of the learning and retention curves? One complication in the memory literature is the spacing effect, which involves an interaction between study lag and the retention interval. For short retention intervals memory is often best with short study intervals while the reverse is true for long retention intervals. J. R. Anderson and Schooler (1991) looked at their three sources, considering situations where an item had occurred just twice in the last 100 time units. They examined how the interval between two occurrences (analogous to study lag) interacted with the retention interval (the interval between the last occurrence and the current time—analogous to retention interval). Figure 34.2 shows the results for the three empirical domains. In each case, increasing study lag decreases the probability of encountering a stimulus for short retention intervals and increases this probability for long retention intervals. Thus, the spacing function in memory behavior seems to reflect a similar spacing function in the statistics of the environment.

Finally, J. R. Anderson and Schooler looked at the relationship between amount of practice and retention interval. There has been a history of some controversy over the nature of these functions. Particularly, retention functions are like for different levels of practice (e.g., Bogartz, 1990; Loftus, 1985; Stamey & McElree, 1980). When one considers need odds, one tends to get parallel retention functions for different amounts of practice. Figure 34.3a presents some data from Hellyer (1982) looking at short retention int
Figure 34.2 The interaction between study lag and retention lag in the (a) New York Times; (b) CHILDES database; and (c) electronic mail source.

The adaptive nature of memory and its relationship with practice and delay is shown in Figure 34.3. The figure illustrates the logarithmic scale for retention interval in seconds as well as the number of presentations. The results indicate that forgetting curves at three practice levels (from Krueger, 1929) are also influenced by the number of days between occurrences and mentions in the New York Times and CHILDES database.

Thus, sitting behind some of the most robust regularities in human memory there are equally robust regularities in the environment, many of which had not been suspected. This offers insight into the nature of memory and that the history factor does seem to be an adaptive response to the statistics of the environment.

One of the criticisms that has been made of that research is that the three domains investigated by J. R. Anderson and Schofield (New York Times, e-mail messages, and caregiver speech to children) all involve human communication. One might think that human communication is determined by human memory. Thus, it might seem circular that properties of human memory can be predicted from properties of such databases. There are problems in making such criticisms go through in detail. For instance, one of the terms in the New York Times database is Challenger and reflects the Challenger explosion. It is a bit bizarre to think human memory caused the Challenger explosion and hence its appearance in the New York Times. Still, it would be nice to have databases that were free of the influence of human memory.

Human-communication databases were chosen because these tend to be represented as computer records and therefore are subject to computer-based analyses. As humans did not evolve in a world of e-mail and newspapers, one may wonder about the informational demands that were placed on early hominids during critical periods in evolution. It is, of course, impossible to study these environments di-
out, however, that hominids evolved from tropical forests, where "the extreme diversity of plant foods in tropical forests, and the manner in which they are distributed in space and time, have been a major selective force in the development of advanced cerebral complexity in higher primates" (p. 534). Thus, "to understand the origins of mental complexity, one must look not only at life in the savannas but also life in tropical forests." (p. 535) Therefore, studying how primates move through forests and savannas represents good starting points for understanding the informational demands that shaped early hominid evolution.

The second author (L.S.) in collaboration with Juan Carlos Sergio Silva and Raema Rhine, is analyzing the ranging behavior of howler monkeys through forests (Sergio Silva's data), and baboons through savanna (Rhine's data). While these analyses are still preliminary, it does appear that the visitation patterns of howlers and baboons match the statistics of the earlier human communication databases. For example, there appear to be similar decay functions.

Another issue is whether human memory is responsive to changes in the statistical pattern of appearance of information in the environment. In real world at large, the probability of something appearing decreases with how long it has been since the item has been encountered. However, what if an experimenter changed this statistic and made it more likely that something would appear the longer it had not been encountered? Would human memory respond to changes in the statistics of the environment? It is just this question that has been investigated in recent research by R.B. Anderson, Tewsey, Rivera, and Duncar (1997). In fact, the retention function did change with experience and showed less decay in the case where the passage of time made the reappearance more probable. Memory did not show an increase with retention interval but the decay rate did decrease. The failure to get the retention function to rise with delay may reflect the fact that the local experience did not overwhelm the massive experience. Nonetheless, this is an impressive experimental demonstration that the memory system will respond to the statistics of its experience.

**The Contextual Factor**

It is well established that the memory system is sensitive to the match between the context in which a piece of information was studied and the context in which it was tested. This is the basic encoding specificity demonstration of Tulving (1972), which shows that memory for a word is higher if it is tested in the context of the same word as it was studied. In analyses of the New York Times and the CHILDES database, Schooler (1993) showed that a particular word was more likely to occur when other words that had occurred with it in the past were present.

For instance, a headline one day mentioned both Qaddafi and Libya, and sure enough a headline the next day that mentioned Qaddafi also mentioned Libya. Stated in the context of such an example the result is rather obvious, but the example makes clear the basic adaptiveness of encoding specificity: if two items have occurred together in the past, they are more likely to occur together in the future. Therefore, an adaptive memory system should show an encoding specificity effect.

Schooler (1993) tried to explore the extent to which the effects of context went beyond the obvious in the New York Times and CHILDES databases. He collected likelihood-ratio measures of association between various words. This was measured as the associative factor, $P(S | q)$ of $P(S)$, that approximates the likelihood ratio commonly in Bayesian statistics. The denominator of this ratio, $P(S)$, is the base rate probability of needing a memory: the numerator is the conditional probability, $P(S | q)$ of needing a memory in the presence of some cue, q. The overall strength of the context is taken to be the product of the associative ratios of each of the individual cues in the context, as per equation.

In the same way that the environmental databases were used to investigate the history factor, they can be used to explore the context factor. Calculating the associative factor requires estimating the base rate frequencies of the items (i.e., words) as well as the many conditional probabilities of finding one item in the presence of another. In these environmental analyses, the base rate probabilities were taken to be the proportion of all the headlines or utterances in which a word appeared. Estimating the conditional probability of finding a word in the presence of another in the same context requires a definition of context. A context was defined as a headline or utterance. A word's context, then, was the other words that compose the headline or utterance. Table 34.1 shows some words from the headlines along with associates that had particularly high associative ratios. For example, AIDS was included in 18% of all headlines, and in 75% of the headlines that included virus. The associative ratio for the pair is $41 \times 75/0.18$, or equivalently, AIDS is 41 times more likely to occur in a headline that includes virus than its base rate.

By definition a word is more likely to occur in a headline if a strong associate of it occurs. However, what if two strong associates occur in one headline? The earlier Bayesian statistics (see equation 3) implied that there should be a proportionate increase in the odds of the target word occurring. Indeed, this is what Schooler found. The corresponding behavioral prediction, then, is that the probability of retrieving a target word should increase if two strong associates are present rather than one. In fact, there does appear to be an effect of accumulating associates in retrieving a memory.
(e.g., Bowers, Regehr, Balchazard, & Parker, 1990)

Schooler (1993) and Schooler and Anderson (1997) looked at how contextual factors combined with the historical factor. Schooler examined how these two factors combined in the New York Times database, while Anderson et al. (1998) included manipulated whether the fragments were in the presence of a high associate or not and the time since the target word had been seen. The data are displayed in log-log form in figure 34.6. They once again show parallel linear functions, implying that human memory is combining information about prior odds and likelihood ratio in the appropriate Bayesian fashion and making items available as a function of their posterior probability. Schooler and Anderson (1997) note that similar parallel functions have been found in other studies of human memory (e.g., Mäntyjärvi & Nilson, 1988; Thompson, 1972) but such data had not previously been analyzed in these terms. So once again, there is a rather unexpected result predicted by an adaptive analysis.

Environmental Analyses of Context and Recency

![Graphs showing environmental analyses of context and recency](image)

Figure 34.5 Environmental recency curves from the analysis of the CHLDES and New York Times databases. Log-log transformations are given in panels c and d.

**Effects of Content**

Except for the issue of selection of contextual elements, the analyses so far treat memory as if it were totally a function of the statistical patterns with which people encountered events. This runs counter to all of the research that indicates that how subjects study an event and the content of an event have substantial impact on memory for the event. As J. R. Anderson and Milson (1980) show, some of the effects of study strategy can be conceived of as the subject's manipulating his experience with the target memory. For instance, different rehearsal strategies will create an environment in which the statistics will favor some items and not others. J. R. Anderson and Milson show that some of the effects associated with free recall, such as the serial position effect, reflect the statistics of such self-made environments. However, other effects do not seem to have such an explanation. These effects include the difference between shallow and deep processing (Clark & Lockhart, 1972), the effects of the concreteness and imagability of the material (e.g., Paivio, 1971), and the self-reference effect whereby memories involving the self are better (e.g., Rogers, Kuiper, & Kirker, 1977).

However, the emphasis on the statistical properties of the environment reflects only the variable \( P \) in the original P.C. and C characterization of a rational memory system. It might be less costly to process certain memories than others—that is, they have a lower value of \( C \) associated with them. Certainly, this would seem to be the implication of Paivio's analysis of the advantage of pictorial material. The claim is that the visual system is just more capable than the verbal system. Unfortunately, claims about such differences in processing costs tend to be basically circular: one winds up claiming memories are better for certain types of material because memory system is better for that material. Without some convergent evidence about processing costs, it does not seem profitable to pursue the \( C \) variable.

On the other hand, it seems possible to make objective assessments of the relative importance of various memories. One result that seems to fall out directly from an adaptive analysis is that if all other things being equal, memory should be better for more important material (i.e., higher \( G \)). For instance, people...
remembers things about themselves and other people close to them better than about strangers (Rogers et al., 1977). One can similarly interpret the apparent superiority for flashbulb memories for details about dramatic events (e.g., Palmer, Schreiber, & Foy, 1991). Again, the framework can explain the better retention levels associated with memories that produce high arousal (Lavonian, 1972). As another example of the same principle, people tend to show better memory for the meaningful aspects of an event than its unimportant superficial details (e.g., Wanner, 1966).

While it is reassuring to an adaptive analysis that memory is better for more important things, this does not offer much insight into the nature of memory. As in the case of the history and context factors, one wants to look for detailed, nonobvious predictions. One such prediction involves the effect of practice and retention interval for memories of differential value. Rational analysis would predict that retention or practice curves for more important things would parallel those for less important on log-log scales—just as more parallel curves for different contexts in figure 34.6. This is because $P$ and $C$ multiply in the utility analysis and a multiplicative relationship implies an additive relationship in log-log scale. Unfortunately, in the case of at least one variable plausibly affecting importance—namely arousal—there seems to be a cross-over interaction with retention interval (Lavonian, 1972). So this is evidence that the predictions of the adaptive analysis are not always confirmed.

On the other hand, J. R. Anderson (1983) contrasted familiar (Ted Kennedy) and unfamiliar people (Bill Jones) in terms of the fan effects and practice functions for new facts learned about such people. One might assume memories about the familiar people are more important. Typical of other research, J. R. Anderson found that subjects show better memory for the more familiar material (in adaptive terms because such memories are more important) than that they show near identical practice functions (history factors) and fan effects (context factors) for the two types of material. Figure 34.7 displays the results. So this is at least one instance of the nonobvious prediction that the importance of the material elevates memory but does not change the basic memory functions.

Conclusions

Despite the generally successful tone of this review, it is not the case that all factors affecting memory can be understood in terms of an adaptive analysis. As one example, in adaptive framework it is hard to understand the effects of intention to learn or memory to construct a subject to learn or paying him to learn can result in different study patterns (see J. R. Anderson, 1995, for a review) but it appears that, controlling for study pattern, there is no effect of motivation or intention to learn. An adaptive system should be able to give more resources to things that are more important. However, the only way people seem to achieve this is by changing how they study the material.

The effect of study strategy on memory also points to an Achilles’ heel of the adaptive analysis. The adaptive analysis works best if one can conceive of memory as responding passively to external statistics in the environment. However, by different rehearsed patterns the subject can actively create his own unobserved environments with its own statistics. In the current terms, subjects can “trick” their memories into thinking something as highly probable by giving it the statistics associated with a highly probable memory. This indicates that there are layers of adaptive consideration that go beyond just looking at environmental statistics.

Thus, the adaptive analysis here does not paint a complete picture of memory and it needs to be supplemented by other considerations. Nonetheless, some insight has been obtained about the nature of memory by taking an adaptive analysis. Nonobvious results were found that indicated human memory is adaptive in ways that had not been suspected.
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**Memory Models**

ROGER RATCLIFF & GAIL MCKOON

The study of models of memory often seems like a backwater in the overall study of memory. Models do not have a prominent place in experimental studies of memory and they are not used or examined by most researchers in the field. This review examines the various questions that models can address, discusses why theory is not as prominent in the memory domain as in other domains of science, and presents an overview of current models. The aim is to show why models should have greater prominence and wider use.

Mainstream models for "long-term" memory take as their database the results of experiments in which subjects are asked to study and learn lists of items (words, nonsense syllables, letters, numbers, sentences, or pictures). Memory is tested in one of a number of ways: asking subjects whether or not an item occurred on the study list (recognition), asking for recall of the items on the study list, asking what item on the study list was associated with a cue, asking for the recency or frequency of appearance of an item on the study list, and so on. The dependent measures are usually accuracy, confidence ratings, or a combination of reaction time and accuracy. The eventual aim is to account for the effects on all the dependent variables for a range of experimental tasks and for a range of experimental manipulations, including the length of the study list, the strengths of the items in memory, the type of material, the similarity among study and test items, levels of processing, rehearsal methods, and so on.

Recent development of models of long-term memory has proceeded relatively independently of other areas of memory research. For example, there has been little contact between the long-term memory models and the findings of implicit memory experiments and there has been little explicit theoretical work in the domain of implicit memory. Over the last 20 years, the domains of reaction time research and memory have not interacted in strongly productive ways, although there has been a recent resurgence of interest in random walk and diffusion reaction time models and so there may soon be more fruitful interactions. The one domain of research with which there is some sharing of representation and process assumptions is categorization. In this domain, subjects are presented with exemplars and through feedback learn how to assign the exemplars to categories. Some models of categorization are essentially long-term memory models in that they assume a representation of a category is built up with learning and the category decision process depends on retrieval from this memory representation.

**Short Historical Background**

The attempt to produce models of memory that can account for data both qualitatively