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ABSTRACT Subsymbolic Level

A useful way to explain theotions of implicit and At the symbolic level, &T-R operates in discrete,
explicit learning in AT-R is to definemplicit learning deterministic steps, but the subsymbolic lepedvides a
as learning by &T-R's learning mechanisms, and explicit measure ofcontinuity and randomness. The previous
learning as the results of learning goals. Tliea section left two pointsinspecified:how are productions
complies with the usual notion of impliclearning as  ordered inthe conflict setand if severalchunks match a
unconsciousand always activeand explicit learning as  particular declarative retrieval, which is selected?
intentionaland conscious. Two modelwill be discussed
to illustrate this point. First anodel of a classical
implicit memory task, the . 8SARFACTORY scenario by
Berry & Broadbent (1984) will be discussed, to show
how ACT-R can modelimplicit learning. The second
model is ofthe so-called Fincham task(Anderson &
Fincham, 1994)andexhibits both implicitand explicit

The productionsare selected inorder of decreasing
expectedutility. The currentgoal is assigned aalue, or
gain, equal tothe worth of successfully achievirig To
eachproduction is associatatie probabilityand cost of
achieving the goal to which it applies. Thexpected
utility of a production applied to goal is equal to the
gain of the goal times the probability eficcess of the

learning. production, minusits cost. Noise is als@dded to the
Keywords expectedutility of a production, making production
ACT-R, implicit learning, explicit learning, skill selection stochastic.

acquisition, instance theory. If severalchunks satisfy aleclarativeretrieval, then the
INTRODUCTION TO AcT-R most active one is retrieved. The activation of a chunk is
Knowledge Representation the sum of abase-level activatiorand an associative

ACT-R (Anderson, 1993; Anderson & Lebiere, in press) is activation.  The associative activationsigreadfrom the

a hybrid productionsystem architecture forcognitive ~ Sources of activation, whichre the components of the
modeling. It is shybrid architecture becausevitorks at ~ currentgoal, to allrelatedchunks in memory. Noise is
two interdependentlevels: a symbolic leveland a  added toeachactivation, making theetrieval of chunks

subsymbolic level. Each level is divided intpracedural stochastic. If no chunk activatioreaches a retrieval

and declarative component. threshold, then theetrieval fails. Furthermorechunks
) which only partially match theetrieval pattern can also
Symbolic Level be retrieved, but their activation level will be penalized by

structures are composed of a number of labslets, each  petween the retrieval pattern and the actual chunk values.
of which can hold a valuewhich can also be another

chunk. Eachchunk is an instance of a particulelunk Finally, the time toretrieve achunk from memory is an

type, which defines the nameand number of slots. exponentiallydecreasingunction of its activation level.
Procédural knowledge consists of productions. A Therefore, although @T-R operates in discrete cycles, the
production is a condition-actigpair, which specifies the latency ofeachcycle, which isequal tothe sum of the

action to be taken if a particular condition is satisfied.  time to performall the chunkretrievalsplus theaction
time of the successful production, is a continuous

ACT-R is a goal-directed architecture. Atany time, a goalgyantity. Whereas the specification of a0 TAR model at
is selected ashe current focus ofattention. Goals are the symbolic level has a precise, algorithmic quality, its
organized on the goal stack, on which a goal casttred ~ gperation at the subsymbolic level matches the

(pushed)and later restored (popped). @V-R operates in  gstochasticity and continuity of human performance.
discrete cycles. At the start of each cycle, gacidluction

is matchedagainst the state of theurrentgoal. The Léarning ) .

productions that match enter the conflict set. A  The previous section describes fierformance of AT-R
production is selected from the conflict set. The rest of the2SSUMing acertain state of knowledge. ~However, to
production condition can specify aumber of chunk provide an adequataodel ofhuman cognition, it is also
retrievals fromdeclarativememory. If theretrievals are  necessary to specify how that knowledge was acquired. In
not successful, then the next production in the conflict se*CT-R, knowledge islearned to adaghe system to the

is selected. Ifthe retrievalsare successful, then the Structure of the environme#nderson,1990; Anderson
production action isxecutedThe actioncan modify the & Schooler, 1991).

current goal, push it on the stack or popitrestore a  sympolic Learning

previous goal. When a goal is popped, it becomes a chunkeadarative
memory. That(and the encoding of environmental



stimuli) is the onlysource ofdeclarative knowledge in  The Task

ACT-R. The chunk resulting from a goadpresents the Berry & Broadbent(1984) used the computer-simulated
statement of the task addressed by the godlisually its  scenarioSUGARFACTORY to investigate how subjects
solution. Therefore,the next time that task arises, its learn tooperatecomplex systems. (8ARFACTORY is a
solution, dependingupon the activation of the chunk, dynamicsystem in which participantare supposed to
might be directly retrieved from declarative memory  control the sugar productiosp by determining the
instead of being recomputed anew. number of workersv employed in dficticious factory.

Productions are created from a special type of cluatied ~ Unbeknown to the participants, the behavior of
dependency.When agoal is solvedthrough a complex ~SUGARFACTORY is governed by the following equation:
process, adependencygoal can becreated to understand sp = 2 * W, - SR_;

how it was solved (e.g. which fact weetrieved orwhich

subgoal was set).When that dependencygoal is itself ~ The number entered for the workergan bevaried in 12
popped, a production is automatically compiled to discrete steps ¥ws<12, while the sugar production
embody the solution process. Thus the next time achanges discretely betweessp<12. To allow for amore
similar goal arises, thproductionmight beavailable to  realistic interpretation ol as the number oforkers and
solve it in a single step instead of a complex process.  Sp as tons of sugar, these valuge multiplied in the

Symbolic knowledge islearned torepresent in aingle, actual computer simulation by 100 and 1000,
discretestructure (chunk or productiorihe results of a respectively. If the result according to tequation isless

ol than 1000,spis simply set to 1000. Similarly, @@sult
complex process. Subsymbolimowledge is adjusted !
accol?dingpto Bayesiaform)ljlas to make gmoravajilable greater than 12000 leads to an output of 12000. Finally, a
those structures which prove most useful random component af 1000 isadded in2/3 of all trials

to the result that follows from thequation stated above.
Subsymbolic Learning Participants are given the goal to produce a target value of
When a production is used to solve a goal, its probability9000 tons of sugar on each of a number of trials.

and cost parametesse updated toeflect that experience.
If the goal was successfully solved, then greduction
probability is increased. Otherwise, it is decreased.
Similarly, the productioncost is updated toreflect the
actual cost ofolving that goal. Declarative parameters
are adjusted in the same way. When a chunletigeved,
its base-level activation isncreased. The strength of
associatiorbetweenthe current sourceandthe chunk is
also increased.

The models

Based on Logan'mistance theory{1988; 1990) Dienes &
Fahey (1995) developed a computational modelcmmount
for the datathey gathered in arexperimentusing the
SUGARFACTORY scenarioAccording toinstance theory,
encoding and retrieval are intimately linked through
attention: encoding a stimulus is an unavoidable
consequence ofittention, and retrieving what is known
about a stimulus is also an obligatocgnsequence of
Subsymbolic knowledge does not result in new consciougttention. Logan’s theory postulates thegich encounter
knowledge, but instead makes the existing symbolic of a stimulus isencoded,stored and retrievedusing a
knowledge more availableChunks whichare often used Separatememory trace. Thesgeparatememory traces
become morective, andthus can be retrievedaster and  accumulate with experienceand lead to a ,gradual
more reliably. Productions whicre more Iiker tolead transition from a|gorithmic processing memory_based
to a solutionand/or at alower costwill have a hlgher processing“ (Logan, 1988, p. 493) In the fo||owing, we
expectedutility, andthus are more likely to beselected  contrast the Dienes & Fahey (1995) mo(2&S model)

during conflict resolution. with an alternative instance-based @rI-R model and
IMPLICIT LEARNING IN THE SUGARFACTORY discuss their theoretical and empirical adequacy.

TASK ) Algorithmic Processing

Introduction Both models assume some algorithmic knowledge prior to

In contrast torule-based approachehat conceptualize  the availability of instances thatould be retrieved to
skill acquisition as learning of abstract rules, theories ofsplve a problem. Dienes & Fahey (1995, p. 862) observed
instance-basebtarningarguethat the formation oskills that 86% of the first ten input values that subjecter

can be understood in terms of the storageédeployment  into SUGARFACTORY can be explained bghe following
of specific episodes or instancélsogan, 1988; 1990). ryles:

According to this view, abstraction is not aactive S
process that results in the acquisitiongeheralizedules, @ gnE[Z? :uv?/(?:k%?ccétuhczgto?s Idsiﬁzfel?ﬁ?g%ez[;l?argert,evtigig
but that rule-like behaviour emerges from the way specific inout by an amount of 0. +100. +200 (0 —fOO 200
instancesare encoded, retrieved and deployedpioblem input by u ' ' ©. ' )-

solving. While ACT-R has traditionally beeassociated (2) For the very first trial, enter a wofkrce of 700, 800

with a view of learning as the acquisition abstract or 900.

production ruleAnderson,1983; 1993), we present a (3)|f the sugar production is on target, thespondwith
simple ACT-R modelthat learns tooperate adynamic a workforce that iglifferent from the previous one by
systembased orthe retrievalanddeployment of specific an amount of -100, 0, or +100 with equal probability.

instances (i.e. chunks) whi@ncodeepisodesxperienced
during system control. It islemonstratedhat the AT-R

approach canexplain availabledata aswell as an
alternative modethat is shown to bdased oncritical

assumptions.

While this algorithmic knowledge isncoded inthe D&F
model by a constant number of prior instances toatd

be retrieved inany situation, AT-R uses simple
production rules to represent this rule-like knowledge. The
number of prior instancesncoded is dree parameter in



the D&S modelthat wa fixed to give a goodfit to the
data reportedbelow. Ther is no equivalent parametén
the ACT-R model.

Storing Instances

Logan’s instance theory predicts tlevery encounteof a
stimulus & stored. TheD&F model however does only
stor instances for th@ssituations, m which an action
successfull leadsto the target; al other situation are
postulated tobe forgotten immediately byhe model.
Moreover, the D&S model uses a ,loose” definition of the
target tha was unavailable teubjects While subjects
were supposed to produce 9000 tons of sagdhe target
state in the experimend loose scorirg scheme wasised
to determie the performanceof the subjectsBecause of
the random component involved the SUGARFACTORY,
a trid was countedas being o targd if it resultedin a
sugar production of 9000 tons tvia toleranceof +1000.
The D&M model stores only instarstha are successful
in this loose seng ard thus use information abou a
range oftargetstates thlasubject were not aware of.
ACT-R, o the other hand, encods every situation,
irrespective ofits result The following churk is an
example for an instance acquired by theTAR model a a
restored goal.

(transition1239
ISA transition
STATE 3000
WORKER 8
PRODUCTION 12000)

The chuk encodes asituation in whit an input d 8
workers, givae a current productiorof 3000 tons led to
subsequent sugar production 2000 tons While the
modéd developedby Dienes & Fahey (1995) stores
multiple copie of instances ACT-R doesnat dublicate
identical chunks.

(p retrieve-episode

:goa|> (G_OALCH_U_NK
isa transistion isa transition
state =state [ sigte 2000
production =production ———— production 9000
worker nil)
=episode> (Episode007
isa transition isa transition
state =state kemeeccseaaaa sthte 1000

production =production
worker =worker

----- 1 production 8000
——————qrker 5)

==>
goal>
worker =worker)

——— Match
- - - -1 Partial Mdch

Figure 1. Matching process in the Sugar Factory model

Retrieving instances

In the D& model each storethstane ,relevant‘ to a
current situation races against othexr ard againstprior
instances representing algoritlemknowledge the first
instance after a finishing post determines the aaifathe
model. An instance encodjra situatia is regardedo be
Jrelevant’, if it either matchesthe current situation
exactly, or if it is within the loasrange discussedbove.
As with the storagefanstancesmemoy retrievalin the
D&F model is again basedon specific informatio not
availableto subjects. Retrievan the ACT-R model, on
the other hands governed by similagt matche between

a situatim currently presentard encodingsof others
experiencedn the pas (see Buchnerfunke & Berry,
1995 for a similar positiomiexplainirg the performance
of subjecs operating SUGARFACTORY). On eachtrial, a
memoy searchis initiated basedon the current situation
and the target state ‘9000 tons’ as cumesrderto retrieve
an appropriate intervention or an intervention that belongs
to a similar situation The production rué retrieve-
episode (figure J) is usedto modé the memory
retrieval d chunks based on their activation level.
Instances which only partially mdiche retrieval pattern,
i.e. which do not correspod exactly to the present
situation, will bepenalizedby lowering thei activation
proportional to the degree of mismatch. sAgarameteof
the ACT-R model, normally distributed activation neis
introducedto allow for some stochasticity irmemory
retrieval.

As figure2 shows the use of instances over thinitial
algorithmic knowledge increases ovéme, resultig in
the gradud transition fran algorithmic to memory-based
processing as postulated by Logan (1988, p. 493).

Theoretical Evaluation
While both moded of instance-bagklearning share some
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Figure 2. Relative use of instance retrieval per trial

striking similarities the theoretical comparisonhas
shown thathe D&F-modé makes stronge assumptions
with respectto the storag andthe retrieval of instances
that can hardly be justified. Dien&sFahe (1995 found
out thd thes critical assumptionsare essential tothe
performance of the D&F model(p. 856f):

.The importane to the modeling of assumig that only

corred situatiors were storedwas testedby determining
the performance of the model wherstoreal all instances.
... This model could not perform the task as wslparti-

cipants: Tle irrelevant workforce situatiors provided too

much noise p proscribirg responsg tha were in fact

appropriate ...If instance enterel the rae only if they
exacty matchel the currert situation, the for the same
level of learniig as participants,concordanceswere
significantly greater than those of participants”.

Since tke ACT-R modeldoes nat needto postulate those
critical assumptionsthis model canbe regardedas the
more parsimoniosl ong demonstratig how instance-
baseél learning can becaptured by the mechanisms
provided by a unified theory of cognition.
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Figure 3 Resuls of the experimentACT-R modelard
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Empirical Evaluation

While the theoretical analysi of the assumptions
underlying tle two mode$ has favoura the ACT-R

approach, we will briefly disceghe empiricd succes of

the moded with respectto empiricaldata as reportedby

Dienes & Fahey (1995) Figure 3 shows the trials on

target wha controlling SUGARFACTORY over two

phases, consistinof 40 trials each. ACT-R slightly

overpredics the performance foundn the fird phase,
while the D& model slightly underpredicts the

performanceof the subjectsn the secondphase. Since
both models seem texplain the dat equaly well, we

cannot favour one over the other.

Figure 4 shows tle performanceof the moded in
predictirg the percentageof times (,Concordancef that
the subjects gave the saiftorrector wrong) responsén
a questionaire as they did when controlling
SUGARFACTORY. Again, both models sem to do a
similar goad job in explainig the datg with no model
being clearly superior. Althoingspae limitations do not
allow for a detaileddiscussionthe picture illustrated by
these tw empirical comparisons remairthe sane after

l -
1 —— ACT-R
754 —A— Experiment
1 —O— D&F
[0}
o
c
3
p—
5 5
O
c
o
)
.25{
0 .
baseline correct wrong
Problem solving vs. questionaire

Figure 4. Concordance for the experimentard both
models

several additional modetomparision tests We arwe
currently runnig an experiment, explorin different
predictions of the models in more details.

Conclusion

We discussed a@ncompare a simple ACT-R modelto an
approach based on Logan'’s instance theory with respec
their ability to modeling the control of a dynangystem.
While boh modek were similar in their empirical
predictions, te ACT-R model wadoundto requirefewer
assumptions and is thus preferred over the inpabgposed
by Dienes & Fahg (1995) Generally ACT-R’s
integration ¢ an activation-based retrieval procesgh a
partial matcher seems toe a verypromissing starting
point for the developmentof an ACT-R theory of
instance-based learning and problem solving.

IMPLICIT AND EXPLICIT
FINCHAM TASK

The learning mechanisrin ACT-R areall quite basic,
and can be usedin several differen ways to achieve
differert results. Tle ideaof a learning mechanismsan
integral par of an architectue has propertigin common
with the psychologicanotion d implicit learning Both
types of learning & consideredo be always & work ard
not susceptild to chang due to developmentor great
variation due to individual differences. Orfetbe defining
properties ofimplicit learning the fad that it is not a
conscious process, garderto operationaliz within the
context ¢ an architecture forcognition. Tle closes you
can get n an architectureis the notim tha implicit
learning is not guided by learning intentionst urather
a by-product of normal processinphe SUGARFACTORY
model discussedhithe previos sectio is an exampé of
implicit learning since ACT-R use old goals thatare
stored unintentionally to improve its behavior.

Explicit learning, on the other hanid tied to intentions,
or goak in ACR-R terms Since there are no learning
mechanisms thiaoperateon goals, explid learnirg can
best ke explainedby a set d learna@l learning strategies.
An exampé of a learnirg stratey to improve
memorization of facts is uginrehearsato improve base-
level learning. Base-level leargjrincreass the activation
of a chuk eat time it is retrieved. Ifthis increaseof
activation throuy natural us is not enoudyn for the
currert goals rehearsal carbe usel to speedup the
process. B repeating a fact anumber é times its base-
level activation can be boosted intentionally.

In this section we will discuss a paradignfor skill
learning th& involves both an implicit and an explicit
strategy. Tk implicit stratey correspondsto instance-
basel learning ard the explicit strateg to rule-learning.
Figure5 shows a overview ofthis paradigm First we
assume thaa participant ha sonme initial method or
algorithm b solve tre problem Generaly this method
will be time-consumig or inaccurate. Eaclime an
example © the problem is solved by this method an
instance $ learned.In ACT-R terns an instancesi just a
goal tha is poppedfrom the god stackandis storedin
declarative memory. Since #hby-productof performance
is unintentional, it can be considered as implicit learning.

LEARNING IN THE
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Figure 5. Diagran that illustrats the learnirg scheme
used in the Fincham-task model

Other types of learning require a more aethititude from

the participant If the initid method is too time
consuming, th participan may try to derive an re

representationfothe information needd for the tak to

increase efficiencywhich we will call, using Johnson-
Laird’s (1983) terminology, a mentanodel If the initial

methal leadsto a large number orrors,the participant
may try to deduceor guess ne relationships inthe task
in orde to increase performanc@he nex step from

mental model to production rylean only be madeif the

mental model is simple enough to converatoroduction
rule. Boh the applicatioa of mentd modek ard firing

new production ruke will creae new instances So

regardlesof what s going on dueto explicit learning,
implicit learning keeps accumulating knowledge.

So, if we have thamary ways of learning wha type of

learning will we witness in a particular experiment? To be

ableto answerthis question wego backto the principle
of rationd analysis Accordingto this principle we will
principally witness thiatype of learnirg tha will leadto
the largesincreasein performance. If we haveask in
which it is very hardto discove relationships b mental
models, learnig canprobably e characterizé primarily
by implicit instance learningTasks in which there are
too mary instance too learn but in whid relationships
are more obvioyswill probabl be better explainable by
rule ard abstraction learningThe SUGARFACTORY task
is en exampe in which it is very hardto discover the
rules tha govern tke systen dueto the influene of the
previous sugar productiomrd random factorin the
output.

The Fincham Task

An exampé of a task in which both rule learnirg ard
instance learningare viable strategie is described by
Anderson & Fincham (1994). 1 this task participants
first have to memorza numbe of facts The facts ae
in the form of

“Hockey was played on Saturday at 3 and theonday
atl1.”

We will referto these facts @“sport-facts” to prevent
confusion wih facts ard rules n the model. A sport-fact
contains aunique spot ard two events eachof which
consists ba dayof the week and atime. After having
memorized these facts, participautere told the facts are
really rules abouthe time relationshig betwea the two
events. § in this case “Hockey’'means ya haveto adl
two to the day, ard subtract two from the time. In the
subsequent experiment, participanere askedo predict
the second event, given a sport and a first evenrealict
the first event, given the spoard the secondevent. So
participans hadto answe questions like “If the first
game 6 hockey wa Wednesdayat 8, when wa the
second game?in this paradigm, it is possible to

investigaé evidene for both rule-basd learning ard
instance-bagklearning. Directioneasymmetry evidence
for rule-based learning, can be tested for by fi@ning a
sport-fact in one directio(by predictirg the second event
using tte spot ard the first event)andthen reverse the
direction (by predicting the first evensing the spot ard
the second event) and look how performanceérrakierse
direction relates to performance oe thained direction. If
the performanceds worsein the reversedirection this is
evidene for the use of rules Evidene for instance
learning can begainedby presenting specifi examples
more often tha other examplesBetter performancen
these specific examples wouhtlicateinstance learning.
Anderson & Fincham (1994) and later Anderson,
Fincham & Douglass (1997) perforohév e variatiors on
this basic experiment. The basiindings we will focus
on are as follows:

< In general reactiors times improe accordingto the

power law of practice, starting at around 35 seconds for

the first fav trials ard improving © around 7seconds
at the third session.

e Thereis evidene for rule learnirg as witnessé by
directional asymmetry. Howevethe effed only starts
at the third or fourth session, and is relatively small.

There is evidence for instance learnismce problems
tha are repeatk more often tha others are solved
faster.

Although it can nat be inferred directly from the data,
participants report theuse abstrat versiors of the
rules, fo exampeé by memorizirg “Hockey day +2’
and “Hockey time -2".

On basis of thi evidence, Andersogt al. conclue that
participants usfour strategiesanalogy abstractionrule
and instance. Th interesting questimis wha learning
processg play a role in changimy strategiesEachof the
four strategies can be relateddne of the learnirg stages
from figure 5.

The analogy strategysithe initial strategy first the
memorizel exampe tha has the sare spot as thenew
trial is recalled, the relationship ri this example is
determined, and this relationship is magpe the current
trial. Analogy is nat very efficient, sinceit consistsof
many steps.

The abstraction strategy assugmihe participan has
created ananemorized anentd model of the spor that
corresponddgo the currenttrial, like “Hockey day +2”.
The strategy involv@ retrieving and applying the
abstraction, which isasie ard fasterthan theanalogy
strategy.

The rule strategy assurmea production rule Mabeen
learned that can fill in the answdirectly. An exampé of
this rule is (variables are indicated by italics):

IF the goal is to find the day of the second event
the sport is hockey
and the day of the first eventdayl
AND daylplus two days equattay2

THEN putday2in the second event slot of the goal

The rule strategy isnore efficientthan the abstraction
strategy, sineit requiresonly a single step in steadof
two.



(a) Analogy strategy

calculate day
(or time)

®

make the

retrieve the analogy

rule

(d) Instance strategy

retrieve all the

words in the

rule and pick
the ones
needed

(b) Abstraction strategy

top goal

O

calculate day
(or time)

><->apply relatio
retrieve

abstraction

determine apply relatio
relation

top goal
( ) retrieve .( )

example

(c) Rule strategy

top goal

O

calculate day
(or time)

(or time) rule

Figure 6. Overview of the four strategies in the Fincham task as model&@iiR A

The instance strategy assumes #mswer can be given
using a previous example. This previcesamplemust
be the same as theurrenttrial. So an instance may
contain the following information:

item1434
isa instance
sport hockey
type day
left sunday
right tuesday

To use the instance strategy, it is sufficientdtrieve the
right instance. This will ofcourseonly succeed ifthis
instance is present in memory and is retrievable.

An ACT-R Model
We will now briefly discuss the @T-R model of the task
and its results. A more extensive discussian befound

production rule isonly successful if there islready an
abstraction present ideclarativememory, else it is too
difficult to collect the necessary information.

Results of the Model

In this paper we will only discuss results of thedel on

the second experiment of Anderson & Fincham (1994). In
this experiment, participants had to learn eight sport-facts.
In the first three days ofthe experiment, four ofhese
sport-facts were tested in a singleection:two from left

to right and two from right to left. On each day 40 blocks
of trials were presented, iwhich each ofthe four sport-
facts wagestedonce. On the fourtlday all eight sport-
facts were tested in both directions. On this day 10 blocks
of trials were presented, in whigach ofthe eight sport-
facts wastestedtwice, once foreachdirection. Figure 7
shows the latencies in the firdghree days of the
experiment, both thdatafrom the experimenand from

in Taatgen & Wallach (in preparation). Figure 6 shows aihe model. The fit between the model anddag is quite

schematicdiagram ofthe implementation of thdour
strategies.

The analogy, abstracticendrule strategiesre performed

in a subgoal, that focuses on calculating either the day or =
the time. The instance strategy attempts to retrieve one of =

these subgoalsand fill in the answer directly in the
topgoal. So learning instances is iamplicit process in
ACT-R, since past goalare always stored in declarative
memory, anreoccurrence ofhe same goal jusincreases
the activation of that goaKnowledgefor the other two
strategies has to bacquired in arexplicit fashion. An
abstract mentainodel of asport is no automatic by-
product ofthe analogy strategy, so an explidécision

good (R=0.94).
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must be made to memorize an abstraction. To learn a new

production rule in £T-R, a speciatiependencgtructure
must becreated indeclarativememory, which is also an
explicit decision. In thecurrentmodel, learning a new

Figure 7. Latencies in experiment 1 for days 1-3



The results on day dan be summarized ithe following « Directional asymmetryncreases betweetay 2 to 4,
table: but decreaseagain onday 5. The modelcan explain
Data Model this by thefact that by day 5 the instancestrategy

_ : starts dominating the rule strategy.
Same direction, practiced 8.9 sec 8.4 sec * The results of themodel concurwith participant’s

Reverse direction, practiced 10.9 sec 9.3 sec reports on whethethey use a rule or an example to
Not practiced 13 sec 16 sec solve a particular trial.

Conclusions
The ACT-R architecture is an idegllatform to study

Both in thedata and inthe model there is aclear ;mpjicit and explicit learning. It not only allowissights
directional asymmetry, since items in theracticed " poth types of learning separateljput, more
direction are solved fastetthan reverseditems. Thefact importantly, also in the interaction between th,em.

that unpracticedtems are slower than theeverseditems
indicates that rule learningcan not be a sufficient
explanation for all of the learning in the first three days of REFERENCES
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