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Three experiments were run in which Ss first memorized examples of input–output pairs and then generated the outputs for a series of new inputs by analogy to the original examples. Ss first performed these mappings by explicit analogy to an example, but with practice they learned to make these input–output mappings directly without reference to the examples. Ss sped up as a power function of practice over a day (Experiment 1) or days (Experiments 2 and 3). Ss developed a directional asymmetry such that they were slower to calculate the input from the output than the output from the input (whereas initially they had not been). Ss showed similar speed up in their ability to recall the original examples but did not show the same directional asymmetry. Initially, there was some transfer from practicing the procedure to recalling the examples, but this diminished over days.

In this article, we report research on the acquisition of procedural skills and their origins in declarative memory for examples. Many research efforts have provided subjects with specific experiences and have looked for the emergence of procedures that are more general than the training examples. For example, Chi, Bassok, Lewis, Reimann, and Glaser (1989), Novick and Holyoak (1991), Reed (1987, 1989), Ross (1984, 1987, 1989), and Ross and Kennedy (1990) have looked at development of explicit procedures from examples. Berry and Broadbent (1984) have looked at development of implicit procedures from solving example problems. The work of Reber (1967, 1989) could be conceived of in these terms, as can some of the work in implicit memory and amnesia (e.g., Schacter, 1987; Squire, 1992).

The ACT (Adaptive Control of Thought) theory has been predicated on a distinction between declarative and procedural knowledge since its inception (Anderson, 1976). In the ACT* theory (Anderson, 1983) a specific proposal was put forward for how procedural knowledge derived from declarative knowledge. The claim was that all knowledge first came into the system in a declarative form. For instance, one might memorize the side–side–side theorem in geometry. With practice at using the knowledge in a particular context, production rules would develop, which embodied a procedural form of that knowledge. This learning process was called proceduralization. A prerequisite for proceduralization was that the declarative knowledge first be committed to long-term memory.

This view that declarative knowledge was a prerequisite to procedural knowledge has been criticized. The results from patients with amnesia indicate that procedural knowledge can be acquired without the ability to acquire declarative knowledge. Broadbent (1989) also argued that the results from the Berry and Broadbent (1984) task contradicted the ACT analysis. Berry and Broadbent showed that subjects can learn to successfully manipulate a rule-based system but cannot consciously state the rules. They interpret this to mean that procedural knowledge is acquired without first going through a declarative stage. Similarly, Nissen and her associates (e.g., Nissen, Knopman, & Schacter, 1987; Willingham, Nissen, & Bullemere, 1989) argued that their data indicate that procedural knowledge can be acquired independent of declarative knowledge. Partly in response to these criticisms, we have developed in ACT a somewhat different conception of the relationship between declarative and procedural knowledge.

Learning by Analogy to Examples

The conception of the relationship between declarative knowledge and procedural knowledge has changed since Anderson (1983) and receives its clearest statement in Anderson (1993), which describes a version of ACT called ACT–R (Adaptive Control of Thought—Rational). There have been two main changes: The first concerns the declarative origins of procedural knowledge. Originally, the emphasis had been on declarative memory for instructions, but now the emphasis is on declarative memory for examples of how the procedures should be executed. Although not going so far as to deny that other types of declarative knowledge might be sources for procedures, the emphasis has shifted to learning from examples. It is argued that initial use of these examples involves analogy and that production rules are compiled that summarize the analogy process. The major reason for this shift of emphasis to examples has been the research with acquisition of academic (mathematics, science, and computer programming) problem-solving skills and the evidence that subjects make heavy reference to examples in their initial attempts to solve problems in these domains (e.g., Chi et al., 1989; Pirolli, 1991; Pirolli & Recker, 1994; Reder, Charney, & Morgan, 1986).

Much of our research on this topic has taken place with respect to acquisition of programming skills in the language LISP. In this domain a student might see an example such as (+ 91 712) and observe that it computes the sum 803. Suppose
the subject is then presented with (* 4 3) and must predict what
this will compute. The analogy process in ACT–R will (a) map +
on to *, 91 onto 4, and 712 onto 3, (b) retrieve that 4 × 3 =
12, and (c) predict 12 as the answer. The ACT–R theory holds
that as a consequence of this analogy, a production rule would
be formed which encoded the mapping as follows:

\[
\text{IF the LISP expression is } (= \text{operator} = \text{arg1} = \text{arg2})
\]
\[
\text{and } = \text{value} \text{ is the value of } = \text{operator applied to } = \text{arg1}
\]
\[
\text{and } = \text{arg2}
\]
\[
\text{THEN the LISP expression will evaluate to } = \text{value}
\]

where the terms prefixed by the equal sign (\(=\)) are variables
explicitly identifying the terms mapped in the analogy. This
process of forming a production to represent an analogy is
called knowledge compilation.\(^1\)

The second major change in the ACT–R conception of the
transition from declarative to procedural knowledge concerns
the long-term status of the declarative knowledge. It is
assumed that the student is working from a declarative
representation of the example. However, it is not essential
that the representation be permanent and retrievable from
long-term memory. All that is required is that it be active in working
memory during the analogy process. As often as not, students
actually look up examples in resources such as a textbook
without ever committing the examples reliably to long-term
memory. In such a case, the examples are being maintained in
working memory by the environment and no long-term memory
trace is necessary.

This move to the requirement of an active (but not necessarily
permanent) declarative representation of examples is consist-
ent with much of the data showing that procedures can be
acquired without a corresponding declarative representation.
There is evidence in the Berry and Broadbent (1984) task that
subjects base their behavior on memory for specific examples
(Maresaux, Dejean, & Karnas, 1990). Phelps (1989) and
Squire and Franch (1990) have reported success at teaching
patients with amnesia to perform the Berry and Broadbent
task only if the patients were given concurrent access to their
judgments on previous trials and did not have to remember
them. Also, in sequence extrapolations it has been shown
that when subjects are distracted from forming a declarative
representation of the sequence by using a dual-task procedure,
they fail to show any procedural learning (Willingham, Nissen,
Bulmer, 1989).\(^2\) There is also evidence that performance in
the Reber (1967) task depends on memory for fragments from
elements (Dulany, Carlson, & Dewey, 1984; Servan-Schreiber
& Anderson, 1990) as predicted by Brooks’ theory (1978,
1987).

It is too strong to argue that procedural knowledge can
never be acquired without a declarative representation or that
the declarative representation always has to be in the form of
an example that is used in an analogy process. Nonetheless, the
research does indicate that this is a major avenue for the
acquisition of procedural knowledge. The purpose of this
article is to test the details of ACT–R theory about how this
transition should take place. In many places, we have argued
that learning by analogy is a type of one-trial learning (And-
son, Conrad, & Corbett, 1989). On the first occasion that an
opportunity arises for analogy, the production is learned and
after that point it is used. This is a rather dramatic proposal for
the transition between the two bases for behavior. There were
two reasons for such a radical proposal. The first was that this
was the easiest way to implement it in a computer simulation.
The second was that there was some data that suggested a
first-trial discontinuity.

Data From Tutors

Because ease of simulation does not hold much force, it
becomes important to look critically at the evidence for a
first-trial discontinuity in acquisition of procedural skills. This
data came from work with intelligent tutoring systems for
programming (Anderson et al., 1989) and geometry (And-
son, Belliza & Boyle, 1993), which allowed tracking of
specific production rules. These tutoring systems involve a
student model consisting of a set of production rules that are
capable of performing the skill that is being taught. The tutors
can segment the interactions of students at the computer
terminals into units that correspond to specific production
rules and measure the accuracy and speed associated with each
specific production rule. For instance, the LISP tutor has a
separate production rule corresponding to the coding of each
function in LISP. A problem-solving segment corresponding
to the coding of that function is attributed by the tutor to that
production rule. We collected two measures of performance of
such rules. The first is how many errors a student made in the
coding episode corresponding to the rule (students were
allowed up to three). Thus, the error measure varied from 0 to
3. The second is when students made no errors, we measured
the time it took them to code this segment. This time was
measured from when the system was ready to receive their
input until they completed typing it.

Figure 1 presents examples of that data from the LISP tutor
(Anderson et al., 1989). The data are averaged over 32
production rules. The figure presents performance on a
specific rule as a function of the number of opportunities there
have been to practice that rule. It is typical of the distribution
of skills in an academic subject that only a few skills get much
repeated practice, and many skills get little practice. There-
fore, we aggregated later trials to reflect the decreasing
number of contributing productions.

The data have been plotted on a log–log scale to expose the
power law of learning that has been reported for most
procedural skills (Newell & Rosenbloom, 1981). This law
states that if one plots time (\(T\)) as a function of number of
trials of practice (\(N\)), one gets a power function of the form:

\[
T = aN^{-b}
\]

If one takes logarithms of both scales one gets a linear
function:

\[
\log T = \log a - b \log N.
\]

---

1. This discussion describes approximately the analogy process and
   production compilation in ACT–R. For a precise description see
   chapter 4 of Anderson (1993).

2. Note that Cohen, Ivy, and Keele (1990) found that simpler
   sequences can be learned with a distractor task.
Thus, a linear function on this log-log scale would be diagnostic of a power function. The latency data appear to satisfy such a relationship except for the first point, which is decidedly higher than would be predicted by such a relationship. Most data on skill acquisition do not allow any definitive conclusions to be made about a possible first-point discontinuity. The first trial is often excluded because of warm up, averaged in with others, or quite noisy because a single observation is obtained per subject. It is a peculiarity of tutoring data that the first-trial opportunities provide the most data because all production rules are observed at least once (and usually twice). Similar first-trial discontinuities have been observed in the geometry tutor data (Anderson et al., 1993).

This first-trial discontinuity is potentially significant with respect to the claim of single-trial learning of a production rule. The first trial would be when analogy is being used and later trials would depend on the production rule. The large improvement from first to second trial would reflect the compilation of the production rule, and the remaining power-law learning would reflect the accumulation of production strength. The ACT–R theory predicts that this strength accumulation should follow a power law.

Although the tutoring data have some unique advantages, one has to question the basing of such a strong conclusion on data collected within the tutoring paradigm. Students working with the tutor are in no way in a controlled experimental environment, and it is possible that the discontinuity may reflect something about that environment and not about the learning process per se. The most obvious possibility is that subjects might choose to look up examples the first time they need a rule and not at later times. Thus, the extra time on the first trial could reflect a search through a textbook. Therefore, we were motivated to pursue this issue in a more controlled environment.

In addition to these data from our tutors, a number of other researchers have presented data consistent with the proposal that subjects switch from example-based to rule-based problem solving after a single example. Pirolli (1985) found that subjects showed a dramatic drop in time spent referring to examples after solving a single problem. This suggests they were using rules and not examples after the first problem. Ross and Kennedy (1990) found a significant increase in generalizations after subjects solved a single problem by analogy. This suggests that subjects had extracted a problem-solving rule after solving one problem. Novick and Holyoak (1991) found that subjects' ability to state a rule after a problem-solving episode predicted ability to solve later problems independent of their success on the initial problem. This suggests that what is critical is the rule they extracted from the problem rather than the problem solution episode itself.

These experiments are all at least consistent with the suggestion that something special happens on the first trial of practicing a rule. Such a qualitative change is inconsistent with the continuous improvement implied by a power law. Despite all the data on power-law learning, nothing properly addresses the issue of the character of the function over the first few trials. There are two principal reasons for this empirical hole. First, because most experiments have relatively few first-trial observations, most reports of learning function average the first few trials together. Second, the relationship between what happens before practice and what happens in practice is not well controlled. Newell and Rosenbloom (1981) found it necessary often to estimate some amount of prior practice in fitting the learning curves and argued that in most experiments it was plausible to suppose some amount of prior practice before the experiment proper. We needed a situation in which the first trial of practice is the first opportunity on which the subject has had any opportunity to practice the skill. This required hiding the skill to be learned from the subject until that trial. This is what we did in our experiments. Thus, one goal of this research was to try to provide a relatively definitive characterization of the first few trials of the practice function.

---

3 The error data seem to have the same form. In a later section, we discuss ACT–R predictions for the error data.

4 Special statistics are gathered to deal with the disappearance of productions with serial position. Thus, the discontinuity is not due to the artifact of “harder” productions being concentrated in the first position. See Anderson et al. (1989) for details.
Declarative-Procedural Distinction: Asymmetry of Access

The assumption made earlier is that there is a change in the nature of the knowledge from procedural to declarative on the first trial. However, the experiments referenced do not really show that there has been such a change in the nature of the knowledge. Indeed, the fact that subjects could verbally state the rule in the Novick and Holyoak (1991) study might be used to argue that subjects are switching from a declarative representation of the example to a declarative representation of the rule. The ACT-R theory predicts that there will be a significant difference between declarative and procedural knowledge in the way that it can be used. ACT-R also predicts an asymmetry in access to knowledge once it is proceduralized. For instance, suppose a subject formed the production rule (given earlier in this article) for evaluating arithmetic functions in LISP. Practicing it should improve ability to evaluate arithmetic functions such as

\[
\frac{427}{7} = ?.
\]

However, suppose a subject was presented with a piece of code such as

\[
\frac{42?}{6} = ?.
\]

and must decide what the second argument should be. Although answering this question calls on the same knowledge as answering the evaluation problem, practicing evaluating should not improve answering this question because the evaluation production does not apply in this situation. This prediction has been tested in a number of contexts. Kessler (1988) and McKendree and Anderson (1987) have reported data supporting this prediction of no transfer among different procedures involving the same knowledge. More recently, however, Pennington and Nicloch (1991) have found some, but not total, transfer between the two tasks. The ACT-R theory does allow for some declarative transfer. The use of the knowledge in one way may practice or correct the declarative representation of the knowledge, which will facilitate performance when that declarative representation is used to compile a production for performance in the other direction. However, this new production cannot take any benefit from the other production and must be strengthened through its own practice.

ACT-R thus assumes that procedural knowledge is committed to a specific use, and one use cannot generalize to other uses. In contrast, declarative knowledge is flexible and can be used in any direction. The experiments discussed in this article are concerned with gathering evidence for this prediction of use specificity of procedural knowledge and whether it really is a feature that distinguishes it from declarative knowledge.

Experiment 1

We designed this experimental paradigm to expose the process of learning by analogy to examples. We felt that this was occurring in the tutoring environments, but we needed to study it in a more experimental context that would facilitate systematic manipulation and control as well as theoretical analysis. Inevitably, this meant transition to materials that are more artificial. However, we wanted material to which the ACT-R theory of analogy had a clear application. The key assumptions of the ACT-R theory of analogy are as follows.

1. The example can be decomposed into two parts, which are an antecedent and a consequent. In the case of the LISP example, the code for a function is the antecedent and the value of the function is the consequent.

2. ACT-R can extract some relationship that connects the antecedent and consequent. In the LISP example, the antecedent of \(\frac{427}{7}\) is related to the consequent of 6 because \(42 + 7 = 6\). Usually, as in this case, this relationship involves retrieving some fact from memory.

3. The problem posed to the ACT-R analogy mechanism is either to find some antecedent that will produce a specified consequent or the consequent that will result from a specified antecedent. For instance, one can either be asked to write code to subtract 6 from 13 in LISP or be given the code \((-13 6)\) and predict how LISP will evaluate this.

4. ACT-R maps the part provided in the problem onto the corresponding part in the example and then tries to apply the relationship extracted from the example to predict the missing part in the problem.

Thus, our requirements for experimental materials are that they involve two distinguishable parts, that a relationship between the two be defined by some highly available long-term memory fact, and that this relationship can be extended by analogy to other examples. In addition, we wanted the rules that the subjects were learning to be equally novel to all subjects. Furthermore, we did not want the relationship to be immediately apparent to the subject on studying an example because we wanted the subject to perform the analogy only at time of test. Therefore, we came up with examples such as 35a44. Unknown to the subjects when they studied these examples, this exemplified the "a" rule, which was that the first digit on the left was incremented and the second digit decremented to get the number on the right. Thus, subjects might be tested with a problem such as 73a____ and they would have to respond 82. Or subjects might be tested with a problem such as ____a73 and they would have to respond 64.

We wanted to study subjects applying such rules over a sequence of trials and observe their learning functions for applying these rules. We wanted to make sure that the first trial was the one in which they first extracted the rule from the example and that there had not been covert practice of the rule in advance. Therefore, we had subjects memorize nine examples like those presented earlier that reflect the "a" through "i" rules but did not tell them they were rules. Rather, they were simply told this was an experiment in rote memorization. When they had successfully memorized the examples, they went to the next phase of the experiment in which we explained to them that the examples each reflected a rule, each rule involved a relationship between the digit on the left and the corresponding digit on the right, and that they would now be required to predict the number on one side given the number on the other side.
Method

Subjects. Twenty-four subjects were recruited from the Carnegie Mellon undergraduate population for an experiment that lasted 2 hr. They either received a base pay of $6 for participation in the experiment or 1 credit hour for a human subject requirement. In addition, all subjects received a bonus for their performance in the experiment. That bonus varied from $5 to $10.

Materials. The first digit on the left was either one less, the same, or one more than the first digit on the right. The similar relationships held between the second digits on the left and right. Combining these two factors created nine rules. Specific examples of the rules were created by randomly generating digits that exemplified these rules. All rule instances were unique for a rule and different from the original example.

Procedure. The experiment was run on a Macintosh Ile with a two-page black and white monitor. The experiment had four phases: an exposure phase, a dropout phase, a training phase, and a transfer phase. The subjects received the following instructions at the beginning of the exposure phase:

In this experiment, you will be presented with a set of nine stimuli that you are required to memorize. Each stimulus will be a string of characters of the following form:

\[ \text{nnWnn} \]

where each \( n \) is a numeric digit and the \( W \) will be some letter between \( a \) and \( i \).

Your goal is to memorize each of the nine strings in such a way that if you are given the letter, you can correctly recall all of the digits as they occurred on both sides of that letter in the studied string. During the memorization phase, you will be tested on the strings that you have studied. You will be presented with patterns similar to the following form:

\[ \text{W} \]

where \( W \) is a letter between \( a \) and \( i \).

The first phase simply involved presenting the nine examples. The second phase of the experiment was a dropout learning phase in which the subjects committed to memory the nine examples. Subjects were prompted for their memory of an example by a letter, \( a \) through \( i \), and had to recall (by typing) the two digits to the left and to the right. If the subject's recall was correct, that example was dropped out for that pass. Those examples that were incorrect were retested. When all examples had been correctly recalled, this dropout procedure was repeated for a second and third time.

The third phase was the main training phase. It involved 40 blocks of 9 trials, and in each block each rule instance was tested once. Thus, there were 360 trials in all. Within each block, rules were randomly ordered with the restriction that the last rule of one block could not be the first rule of the next block. Subjects were informed of the nature of the underlying rules by written instructions at the beginning of this phase. Half of the subjects were presented with a letter and a two-digit number on the left, and they were instructed to type the two-digit number for which that rule would create on the right. The other half of the subjects had to go right to left. The following are the instructions received by the subjects who went left to right:

The first digit on the any given side was always one less than, the same as, or one more than the first digit on the opposite side. Similarly, the second digit on a given side was always one less than, the same as, or one more than the second digit on the opposite side. Thus, the nine different letters from \( a \) to \( i \) represent in random ordering the nine possible transformations of digits on one side of the letter to the digits on the opposite side (the nine transformations are: same, same, same, increase; same, decrease; increase, same; increase, increase; increase, decrease; decrease, same; decrease, increase; decrease, decrease).

In this part of the experiment, we are going to test your ability to apply these rules you have learned. You will be presented with new numbers on the left-hand side of the letter representing the rule. These patterns will be similar to the following form:

\[ \text{nnW} \]

where each \( n \) is a numeric digit and the \( W \) will be some letter between \( a \) and \( i \), representing the appropriate rule to apply.

You will need to type in the two digits on the right-hand side that would follow by applying the rule associated with the letter to the digits on the left-hand side. For example, had you memorized the following strings:

\[ 24m33 \]
\[ 68a78 \]

and were tested with:

\[ 61im \]
\[ 47ii \]

you would type 70 as the response to the first test string since 7 is one more than 6 (as 3 was one more than 2 in the learned rule) and 0 is one less than 1 (as 3 was one less than 4 in the learned rule). Similarly, you would respond 57 to the second test string since 5 is one more than 4 (as 7 is one more than 6 in the learned rule) and 7 is the same as 7 (as 8 is the same as 8 in the learned rule).

When subjects made errors they were so informed, shown the correct answer, and given unlimited time to study it. Subjects were given points for their speed and accuracy. For each correct response 2 points were awarded, whereas for each incorrect response, the score was decremented by 10 points. An additional point was received for every half second the response time was under 5 s. Thus, if a response was correct and executed in 4 s, the score was incremented by 4 points. The points awarded and total number of trials were displayed after every trial. These points were converted into a dollar amount that was given as the bonus pay for each subject upon completion of the experiment. This served to keep subjects engaged and make the experience more enjoyable.

The fourth phase was the transfer phase. It consisted of 10 blocks in which each rule was tested in both directions. Again, rules were randomly ordered; there were 180 trials in all. The same payoff schedule held for these trials as in the training trials.

Results

Training data. Analyses of variance (ANOVs) were performed for the training phase on the error rates and mean latencies for correct responses. Variables in the ANOVAs were whether subjects were trained left to right or right to left, rule (nine values), and serial position (eight values: Trials 1, 2, 3, 4–5, 7–10, 11–15, 16–25, and 26–40). We represented the first serial positions separately because we wanted trial-by-trial data for the first serial positions to assess whether there is a first trial discontinuity. Values are collapsed on later trials to allow for more even plotting on a log-log scale. There was no
effect of direction of training, generate digits on the right from left or vice versa, \( F(1, 22) = .13 \) for latency, \( MS_e = 793.94; F(1, 22) = 1.86 \) for errors, \( MS_e = .601 \), nor did it participate in any significant interactions.\(^5\) There were significant effects of trials, \( F(7, 154) = 35.17, MS_e = 87.95; F(7, 154) = 12.08, MS_e = .104 \) for errors for latency \((p < .0001)\).\(^6\) We discuss effects of rule type in a later section.

The training results are shown in Figure 2 for latency and Figure 3 for error rate. The top half of each figure displays the

\[ \text{Log Sec} = 2.75 - 0.42 \text{ Log Trials} \]
\[ R^2 = 0.994 \]

\[ \text{Log Error} = -1.33 - 0.64 \text{ Log Trial} \]
\[ R^2 = 0.911 \]

\[ \text{Log Proportion Errors} \]

\[ \text{Log Trials} \]

\[ \text{Log Seconds} \]

\[ \text{Log Trials} \]

**Figure 2.** Latency as a function of trials of practice: The top half shows a normal scale; the bottom half shows log-log scale.

**Figure 3.** Proportion errors as a function of trials of practice: The top half shows a normal scale; the bottom half shows a log-log scale.

The data in normal coordinates and the bottom half displays the results in log coordinates. The abscissa in these graphs is number of trials on particular rules. The bottom half of Figure 2 shows that the latency data closely correspond to a power

\(^5\) No effects were expected. This is just a counterbalancing variable.

\(^6\) Throughout we report standard probability values. No results change if we were to report the more stringent Geisser-Greenhouse probability values.
function and the bottom half of Figure 3 shows the error data at least approximate a power function. Neither measure shows any evidence for a first-trial discontinuity as had been found in the tutor data.

It is an interesting question why the error functions are even approximately power functions. The ACT-R theory predicts that one kind of error should decrease as a power function. These are retrieval errors where the subject fails to retrieve the correct example or rule on a particular trial. Such errors reflect long retrieval times and should obey a power function (see Anderson & Schooler, 1991). However, the problem is that this is not the only reason subjects may display errors. Particularly at the beginning of the experiment they may misunderstand instructions. There are other random sources of errors that can occur such as misreading problems or mistyping answers. There is no reason to suppose these sources obey power functions. We assume that the approximation to a power function reflects the contribution of the retrieval errors.

Most research on the power function has emphasized latencies and ignored error rates. In part, this is because at high levels of practice it is hard to detect effects in error rates. The general attitude is that as long as the error rates are low, or show no effect, or show the same general effects as the latencies, they can be ignored because there is no evidence of a speed-accuracy trade-off. Thus, usually the only concern is whether latency corresponds to power functions. We present the error data throughout this article, although we do not place as great an emphasis on these data because they involve a mixture of sources. In contrast, we assume as the rest of the field has that latencies of correct responses are rather pure measures of improvement in the performance of the skill and are better measures for testing the power law.

Transfer. We performed ANOVAs for the transfer phase on error rates and mean latencies for correct responses. Variables were direction of training, whether the test matched the training direction, rule type, and serial position (three values: 1–3, 4–6, 7–10). Effects of rule type are discussed later. There were no significant effects of direction of training and it did not enter into any significant interactions.

Figures 4 and 5 show the data with respect to the transfer phase of the experiment. The figures collapse together the first three trials on a particular rule, the next three, and the final four. Figure 4 displays latency data and Figure 5 displays the error rates. With respect to latency, there are significant effects of whether test direction matched study direction, $F(1, 22) = 39.9, p < .001, MS_e = 2.72$; trial of practice, $F(2, 44) = 13.47, p < .001, MS_e = 1.79$; and the interaction between the two, $F(2, 44) = 4.07, p < .05, MS_e = 1.19$. Subjects show a strong advantage when tested in the same direction as they had practiced, an improvement over trials, and some tendency for the directional advantage to diminish with trials as the subjects get training in the reverse direction. This directional asymmetry in latency is what ACT-R predicts for knowledge once it has been proceduralized.

With respect to errors, there is only a significant effect of whether test direction matched, $F(1, 22) = 9.36, p < .01, MS_e = .043$; and not of trial, $F(2, 44) = .35, MS_e = .018$; or their interaction, $F(2, 44) = 1.12, MS_e = .016$. Although all the significant latency effects are not significant in the error data, the error data do not contradict any of the conclusions on the basis of the latency data. We present an analysis of what ACT-R's transfer predictions might be for errors in the Results section in Experiment 3.

Rule type. Finally, we were interested in whether the nine types of rules were of equal difficulty. The effects of rule type on latency were significant in both training, $F(8, 176) = 7.56, p < .001, MS_e = 106.17$; and transfer, $F(8, 176) = 53.45, p < .001, MS_e = 4.19$. Similarly, rule type had significant effects on errors both for training, $F(8, 176) = 5.27, p < .001, MS_e = .078$; and for transfer, $F(8, 176) = 4.76, p < .001, MS_e = .043$. Subjects found especially easy the rule that involved two identity operators and somewhat easier rules that involved one identity operator. The rule type also entered into a number of

![Figure 4](image-url) Latency in the transfer phase as a function of trials of practice.

![Figure 5](image-url) Proportion errors in the transfer phase as a function of trials of practice.
latency interactions such that the effects were smaller (but not reversed) in the case of an identity operator.

Discussion

With respect to the issues that motivated the experiment, we make a number of conclusions. First, there is no evidence in the learning function for any discontinuity associated with moving from the purported analogy-based processing on the first trial to a rule-based processing on later trials. This suggests that the discontinuities observed with the tutor data may reflect uncontrolled activities such as students looking up examples.

One conclusion from the lack of discontinuity might be that subjects never ceased to use the example analogically throughout the 40 trials. However, this is disconfirmed by the strong directional asymmetry that built up over those 40 training trials. Subjects were much faster in the same direction that they had practiced than they were in the reverse direction. Thus, they had built up something that was specific to the rule as they were using it. Also, some subjects spontaneously reported shifting from the example to a rule. However, there was no behavioral discontinuity associated with that change in performance: It seems to be a gradual change.

Although there was asymmetry in using the rule in the reverse direction, subjects were showing some transfer in using the rule in this new direction because they were much faster in their initial use of the rule in the new direction in the transfer phase than they were in their initial use of the rule in the original direction. Their average time on the first three trials was 4.93 s in the new direction during transfer, whereas it had been 11.38 s in original direction during training. It is unclear how much of this difference reflects increased facility with the general procedures of the experiment and increased practice of the examples. It is also unclear whether any of this advantage might reflect generalization in the use of the rule in one direction to the use of the rule in the reverse direction. This is one issue that we address in the subsequent experiments.

Experiment 2

We had a number of goals for the second experiment. First, we wanted to see whether we could replicate the results from the first experiment. Second, we wanted to get more data on the nature of the directional asymmetry that was observed in the first experiment. Third, we wanted to find a set of materials that would not display such large differences in the difficulty of individual rules. Although all rules contributed to all conditions in Experiment 1, we wanted to have a more homogenous rule set. Fourth, we wanted to investigate what would happen when we looked at a more extensive procedural practice.

We also wanted to deal with a potential criticism of the first experiment, which was that subjects had extracted the rules from the example before training. There are at least two versions of this criticism. One is that subjects would extract these rules at study to help them learn the examples. The other is that when they heard the test instructions they mentally reviewed examples, extracting the rules before the test began. We thought it unlikely that subjects were doing either, but we decided to interview subjects after the experiment to find out what they were in fact doing.

We also wanted to avoid one other peculiarity of reversed rules in Experiment 1. For instance, subjects studied both a +1, +1 and a −1, −1 rule. When +1, +1 was reversed, it became effectively −1, −1, that is, both of the digits were decremented. Thus, subjects had been practicing the transformation they would need to produce in the reverse direction. Some of the improvement for subjects in the reverse direction may reflect the fact that they had practiced the transformation with another rule. To deal with this, we needed rules in one direction that did not correspond to any rule in the reverse direction.

As another design concern, we were bothered by the fact that rules involved two transformations of the same type. This meant that in practicing the transformation on one digit for one rule, subjects were practicing the same transformation on the other digit for another rule.

We decided to use a different set of transformations that would (a) avoid the identity transformation, (b) give us more rules to avoid practicing reverse transformations, and (c) have different operators for the first and second element. Subjects were asked to memorize examples such as "Hockey was played on Saturday at 3 and then on Monday at 1."

Although subjects did not know it while they were memorizing the examples, the second day and time were related by a transformation to the first day and time. The 2 days were either 1 or 2 days apart and the hours were 1 or 2 hr apart. Thus, the above example reflects the rule that the second game of hockey is 2 days later and 2 hr earlier. Subjects could be asked to apply their rule left to right to a novel item (If the first game of hockey was Wednesday at 8 when was the second game?) or right to left (If the second game of hockey was Friday at 6 when was the first game?). We can denote the rules for the day and the hour according to the four possible transformations: −2, −1, +1, +2. Crossing these creates 16 possible rules. The example above would be denoted +2, −2, in which +2 refers to the fact that the day is incremented by two and −2 refers to the fact that the hour was decremented by two.

A final question that we wanted to answer in this study was what impact procedural practice would have on memory for the examples. We speculated that early in training subjects would be making reference to the example and so practicing the procedure would facilitate declarative memory for the example. However, with time the subjects would not refer to the example in applying the rule and so would no longer rehearse the example. To assess relative accessibility of the example, the experiment included occasional tests for memory of the original examples.

Method

Subjects. Twenty-two undergraduates from Carnegie Mellon University were recruited to participate in this experiment, which lasted 4 days, but one subject was excluded from the analysis because that error rate was too high and so mean times could not be calculated for certain conditions. The first session lasted 2 hr whereas the remaining three sessions lasted between 45 min and 1 hr. Subjects were either paid $16 for participating or given $8 and one credit for the human subject
requirement in an introductory psychology course. In addition, all subjects received a bonus for performance, which varied from $6 to $16.

Procedure. The instructions used for this experiment were analogous to those used in Experiment 1 with appropriate modifications to reflect the differences in material. The experiment involved an initial learning phase, a training phase, and a transfer phase:

1. The first day began with the initial exposure phase followed by the three-pass dropout phase as in Experiment 1. During the initial exposure phase, subjects were told to study each of the eight examples and copy them from the top row to the bottom row. This gave them the opportunity to memorize the exemplars in addition to familiarizing themselves with the interface before beginning the three-pass dropout phase. In the dropout phase, they were shown just the sport name and had to reproduce the two days and two times.

2. After the dropout phase, subjects went into the training phase. This phase involved a memory test, a rule test, and then another memory test. The next two days repeated the training phase sequence of memory test, rule test, and memory test. In the rule test of each training phase, subjects were tested on two of the rules in the left-to-right direction (i.e., generate second day and time given first) and the other two rules in the right-to-left direction. The other four rules were not tested at all. The rule test involved 40 passes in which each of the four rules was tested once for a total of 160 trials. In the rule test, we were interested in how closely the learning function corresponds to a power function. The memory test required the subject to recall the two days and two times, given the sport name. On all days, the memory tests involved two passes through the eight examples for a total of 16 trials. Here we were interested in differential memory for trained and untrained examples.

3. The last day involved the transfer phase, in which the rule test was different. There were 10 passes in which all eight rules were tested in both directions for a total of 160 trials. The same memory tests were administered in the transfer phase before and after the rule test, just as in the training phase. Here we were interested in the degree of transfer in the practiced and unpracticed direction for the trained rules relative to the untrained rules.

Both the dropout phase and the memory test used the same cued-recall procedure. The sport name was presented and the subject had to recall the original example by using the mouse to click on the two days and two times. To make the rule test more comparable to the memory test, subjects had to click on both of the days and both of the times in the rule test. This meant that in the rule test, the subject simply copied the day and time presented while having to compute the other day and time according to the rule. Subjects received feedback on both the rule and memory tests.

As in the previous experiment, subjects were given points for their speed and accuracy. For each correct response 2 points were awarded, whereas for each incorrect response the score was decremented by 10 points. An additional point was received for every 0.5 s the response time was under 11 s. Thus, if a response was correct and executed in 7 s, the score was incremented by 10 points. The points awarded and total number of trials were displayed after every trial. These points were converted into a dollar amount that was given as the bonus pay for each subject upon completion of the experiment.

Materials. The fundamental structure of the experiment was determined by the rules. Each subject saw different randomly generated examples that embodied these rules. Two sets of eight rules were created. This would allow us to test whether the results obtained depended on the particular rules chosen. All possible relations (−2,−1, −1, +1, +2) between time and day occurred twice in a set. The specific rules are shown in Table 1. Direction in Table 1 refers to whether the subject predicted the second date from the first (left) or the first from the second (right). Subjects were randomly assigned to either Rule Set A or Rule Set B. Within a rule set, half of the subjects practiced applying the first half of the rules (Set A1 or B1) during the first 3 days and never practiced applying the second half of the rule set. The remaining subjects practiced the second half (Set A2 or B2) of the rules on the first 3 days and never practiced the first half. Within each half set subjects practiced each of the four possible transformations on days and numbers.7

Table 1

<table>
<thead>
<tr>
<th>Set</th>
<th>Rule</th>
<th>Direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1, +2</td>
<td>R</td>
</tr>
<tr>
<td></td>
<td>1, −1</td>
<td>R</td>
</tr>
<tr>
<td></td>
<td>2, +2</td>
<td>R</td>
</tr>
<tr>
<td></td>
<td>2, −1</td>
<td>L</td>
</tr>
<tr>
<td></td>
<td>1, −2</td>
<td>L</td>
</tr>
<tr>
<td></td>
<td>1, +1</td>
<td>R</td>
</tr>
<tr>
<td></td>
<td>2, −2</td>
<td>R</td>
</tr>
<tr>
<td>B</td>
<td>1, +1</td>
<td>L</td>
</tr>
<tr>
<td></td>
<td>1, −2</td>
<td>R</td>
</tr>
<tr>
<td></td>
<td>2, −1</td>
<td>R</td>
</tr>
</tbody>
</table>

Note. L = left; R = right.

Results

Subject reports. At the end of the experiment, subjects were questioned within the next 2 days by E-mail as to how they had remembered the examples and how they had performed in the rule test. Eighteen of the 22 subjects responded with free-form answers. Ten subjects spontaneously reported using mnemonics to learn the examples. Eleven subjects spontaneously reported that there came a point in the training phase where they switched to the rule and bypassed recalling the example. One subject reported never abandoning use of the examples in the rule test. Only one subject reported extracting the rule before the rule test. Thus, it seems that most subjects did indeed recall the examples during the beginning of the training phase and switched directly to using rules as the training phase progressed.

Training data. There were no effects of which set of material that the subjects were trained with and so we averaged over this factor. Figures 7 and 8 show the improve-

7The first two rules in set A1 are +1, +2, and +1, −1, and so both involve a relation (+1) where the second day is one advanced from the first day. However, the second +1 relation is applied in the right-to-left direction and so becomes a −1 operation.
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Figure 6. An example of the interface used in Experiments 2 and 3.

Figures 7. Improvement in latency over the course of Experiment 2.
skills literature it seems that no one has actually given extensive retraining, as in Figure 7 and 8, to see whether there is any permanent forgetting. This is probably related to the tendency to use accuracy measures in many studies of retention that make it difficult to trace out extended practice functions. The latency data in Figure 7 make the lack of permanent forgetting particularly clear.

**Memory test data.** We performed ANOVAs on the memory test data that preceded and followed the procedural practice. Variables were day (four values), and time of day (two values: pre- vs. postrule test), and whether the rule was practiced (two values). With respect to latency there were significant effects of day, $F(3, 60) = 34.29, p < .0001, MS_e = 14.84$; of time of day, $F(1, 20) = 46.27, p < .0001, MS_e = 10.98$; a significant interaction between these effects, $F(3, 60) = 3.12, p < .05, MS_e = 9.46$. The character of these effects were that subjects got faster as they proceeded through the experiment, were faster in posttest, and the posttest advantage diminished over days. Although subjects were faster at recalling examples associated with practiced rules (8.54 s vs. 9.08 s), this was not significant overall, $F(1, 20) = 2.06, MS_e = 11.88$. The only other significant effect was a three-way interaction between days, time of day, and whether the material received procedural practice or not, $F(3, 60) = 4.84, p < .01, MS_e = 3.64$. The uninteresting part of this interaction was that there was no difference between practiced and unpracticed material before the first practice on Day 1. The more interesting aspect is how the practice effect emerged thereafter. This is illustrated in Figure 9, which aggregates the posttest after day $n$ with the pretest before day $n + 1$ as “after practice on day $n$” for Days 1–3. The effect is much larger after the first day’s practice than after the second or third day’s practice. A contrast that specifically asks if the difference after Day 1 is larger than the difference after Day 3 is quite significant, $t(60) = 3.22, p < .001$.

The analysis of error rates found significant effects of day, $F(3, 60) = 10.57, p < .0001, MS_e = .019$; time of day, $F(1, 20) = 12.38, p < .01, MS_e = .004$; and whether the rules were practiced, $F(1, 20) = 6.73, p < .05, MS_e = .023$. The only significant interaction was the three-way interaction among the three variables, $F(3, 60) = 8.23, p < .0001, MS_e = .06$. Again it has the same interpretation. The interesting aspect of this interaction is illustrated in Figure 10 where it can be seen that the effect of practice is larger after Day 1 than after Days 2 and 3. Again, a specific contrast for this effect is significant, $t(60) = 4.19, p < .001$. Figures 9 and 10 indicate that the procedural practice has the largest benefit on memory for the examples early and later practice does not benefit them as much. This is evidence that subjects are using examples during Day 1 procedural training but not on later days.

**Transfer data.** The final part of the data concerns the fourth day when all the rules were trained in both directions. We performed ANOVAs on both the latency and accuracy data. The variables were direction of the rule (same as training or reversed), whether the rule was practiced during training (two values), and amount of practice in the transfer phase (five values: the data were broken down into means for passes 1, 2, 3, 4–6, and 7–10). As for latency, there were main effects of direction, $F(1, 20) = 5.58, p < .05, MS_e = 7.91$; whether the rule had procedural practice, $F(1, 20) = 13.13, p < .0001, MS_e = 29.44$; and amount of practice in the transfer phase, $F(4, 80) = 14.14, p < .0001, MS_e = 18.97$. As in Experiment 1, there was a significant practice by direction interaction, $F(4, 80) = 2.77, p < .05, MS_e = 6.70$, such that the direction effect diminished with practice. The only other significant interaction was between whether the rule was practiced during training and direction of practice, $F(1, 20) = 9.95, p < .01, MS_e = 19.40$, and it is displayed in Table 2. There is only an effect of direction for the rules that have been practiced, which is as expected. The direction variable is a dummy variable in
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Figure 9 shows improvement over days because of the learning benefits from earlier days.
the case of rules that have not received procedural practice. This latency interaction is evidence for the procedural asymmetry predicted by the ACT-R theory.

The results for errors are comparable with significant effects of whether the rules have had procedural practice, $F(1, 20) = 8.14, p < .01, MS_e = .028$; amount of practice during the transfer phase, $F(4, 80) = 4.77, p < .01, MS_e = .022$; and a training-by-direction interaction, $F(1, 20) = 7.45, p < .05, MS_e = .017$. Table 2 also displays the error data for the training-by-direction interaction. There was also a training-by-practice interaction, $F(4, 80) = 3.26, p < .05, MS_e = .018$, such that the effect of prior training diminished with practice.

**Discussion**

The results confirm and extend the conclusions from the first experiment. Again there is no first-trial discontinuity and there is an asymmetry in access to the knowledge that has been practiced in a procedural test. The learning curves provide detailed data about the acquisition and retention of rules. The latency data is particularly important. We see that the learning curve is a good fit to a power function from the first trial. The retention results are truly surprising. What might appear as forgetting on the first few trials of the next day is better characterized as a rustiness that can be eliminated by a few warm-up trials.

There was a benefit of procedural practice on the memory test on the first day, and this diminished on subsequent days (Figures 9 and 10). This indicates that subjects were using the declarative example on the first day, presumably in an analog process. This use of the examples in analogy strengthened the examples and gave them an advantage in the memory test after the first day. The transition to rule-based performance on later days allowed the example to be bypassed and, hence, led to a diminished memory difference between examples corresponding to practiced and nonpracticed rules.

The various results of these two experiments converge in suggesting that subjects start out solving by analogy to examples but gradually (not in a single trial) switch to responding by procedural rules. This gradual change would either take the form of specific items changing their probability of rule-based responding or different items switching in an all-or-none manner on different trials. Among the results consistent with this proposal are (a) this is what subjects report, (b) there is no first-trial discontinuity, (c) only on the first day is there a large effect of procedural practice on memory for examples, and (d) by the end of the experiments there is a large directional asymmetry. A number of other researchers have proposed that new procedures only appear gradually, increasing their probability of applying with repeated practice (Siegler & Jenkins, 1989, Van Lehn, 1991).

As a final point, note that in Table 2 subjects are faster in using the practiced rules in the reverse direction than they are in using the rules that are not practiced. One might want to interpret this as evidence for positive transfer between the procedures in the two directions. However, to the extent subjects used the examples in the transfer-rule test, the declarative representations might have received greater practice for the practiced rules and this may be the cause of the advantage. Figures 9 and 10 indicate that the examples receiving practice in the rule test were more available. The next experiment will try to provide data to decide between these two interpretations.

**Experiment 3**

Experiment 3 in part was motivated to replicate and extend the results of the previous experiments. We wanted to look at the learning curve for a procedural skill one more time, both to confirm the lack of a first-trial discontinuity and to see whether we could replicate the surprising warm-up effects at the beginning of the subsequent days.

The most important purpose of this experiment was to get more definitive data on the asymmetry that has been found in the procedural skills. We have used this asymmetry as an argument that procedural knowledge is different from declarative knowledge, but we have not performed a comparable test for declarative asymmetry (i.e., if subjects were trained to recall Part b of the example given Part a, how would they do at retrieving Part a, given Part b?). Also, we wanted to get data that would allow us to determine whether the advantage of the practiced rules used in the reverse direction over the nonpracticed rules (in Table 2) reflected, as hypothesized, extra practice of the example during the rule test.
To achieve these purposes, we introduced a task that would be the declarative analog of the procedural rule test used in the previous two experiments. We wanted a test in which a subject would be prompted with the sport name and two of the other terms and have to retrieve the other two terms just as in the rule test. To achieve this, we used an example test in which subjects were either prompted with the two days from the example and had to retrieve the two times or vice versa. This task could be solved by retrieving the example and so could be done declaratively.

The paired-associate literature can be consulted for evidence on the issue of whether there is asymmetry in declarative learning (for reviews see Ekstrand, 1966; Horowitz, Norman, & Day, 1966; Paivio, 1971, pp. 276–285). More often than not, it is found that forward associations (stimulus to response) are more available than backward associations (response to stimulus), but much of this is due to variables such as greater learning of the responses (which are often nonsense syllables). Circumstances can easily be set up where the stimulus is more available than the response (e.g., when stimulus is a digit and response a nonsense syllable or stimulus a concrete noun and the response an abstract noun). In these cases backward recall typically exceeds forward recall. After reviewing those experiments that try to equate for stimulus and response availability, Ekstrand (1966) concludes, "It does appear that the difference between forward and backward associative learning has been drastically overestimated, and that if symmetry is not the rule, asymmetry will be very small" (p. 60). In our situation, we are using common digits and days and the response medium is clicking the mouse. Thus it seems unlikely that there will be much difference in response availability. Therefore, we should see near symmetry in the declarative tests.

**Method**

**Subjects.** Thirty-seven undergraduates from Carnegie Mellon University were recruited to participate in this experiment that lasted 4 days. Three subjects were excluded from the analysis because their error rates were so high that they left latencies undefined for certain conditions. Subjects were either paid $16 for participating or given $8 and one credit for the human subject requirement. In addition, they received a bonus for performance, which varied from $8 to $16.

**Materials.** The materials were the same as in the previous experiment, with the exception that only Sets A1 and A2 were included because the previous experiment had not revealed an effect of materials.

**Procedure.** The basic procedure involved first having subjects learn a set of examples as in Experiment 2. Then subjects practiced either applying the rule implicit in the example, or retrieving the example, or doing both. Here we were interested in the learning curves for different types of training (rule application or example retrieval). Interspersed throughout the experiment were transfer tests in which we assessed how well the subject could retrieve the example or apply the rule in the direction opposite to training. Here we were interested in degree of asymmetry in transfer in both rule application and example retrieval. Appendices A and B provide an example of the phases of the experiment, conditions, and the experimental material. Specifications of the experiment are contained in the following description.

The first day started with an initial exposure and then a three-pass dropout learning phase as in the first two experiments. Each day involved a rule-training test, an example-training test, a final rule-transfer test, and a final example-transfer test. In either the rule-training or rule-transfer tests, the subject would either be presented with the left day and time and be asked to generate the appropriate right day and time or vice versa. In either the example-training or exampletransfer test, the subject would be presented either with the two days from the original example and have to recall the original two times or vice versa. In all tests the sports names were presented. In both tests subjects would have to select all four items by clicking the mouse. As in the previous experiment, this meant they copied two items from the probe and produced the other two items.

There were in total four examples that were tested in the example-training test and four rules that were tested in the rule-training test. Two of the rules were assigned to be tested only in the example-training test, two to be tested only in the rule-training test, two in both training tests, and two in neither training tests. The rules in each pair were tested in different directions in the training tests. On each day, each of the training tests involved 32 blocks in which each rule or example was tested once. Thus, on each day there were 128 trials in the example training and 128 trials in the rule training. Both the example- and rule-transfer tests involved two passes in which all of the eight examples or eight rules were tested in both directions. Thus, each of these involved 32 trials. In the rule tests, all the instances for a rule on a given day were unique, and no two tests of the same rule appeared successively. As in the previous experiments, order was random within each block.

Subjects were given points for their performance as per the formula in the previous experiment. On successful completion of the experiment, we used the point total to determine the bonus dollars the subject received. Sixteen of the subjects were tested in the order of example training, rule training, example transfer, and rule transfer, and for 18 subjects the example and rule sections were reversed.

**Results**

**Training.** Figures 11, 12, 13, and 14 show the training data for the rule-training and example-training tests for the dependent measures of latency and accuracy. The R²’s for goodness of fit exclude the first three trials on subsequent days. There are two significant aspects to these learning curves. First, we see the latency data is fit quite well by power functions. Again, there is no evidence for a first-trial discontinuity in the rule-training data. There is a larger than predicted drop in the example training on the first trial, but we had no reason to predict this effect for example training. Second, the data continue to show warm-up effects on subsequent days. The observation of these effects for the example training is significant because, as observed earlier, such warm-up effects have been mainly observed in more procedural tasks.

We performed four ANOVAs on these data in the figures in which the variables were order (rule-training first or example-training first), rule type (either uniquely used in that test or in both tests), days (4 values), and trials (13 values: 1, 2, 3, 4–5, 6–8, 9–11, 12–14, 15–17, 18–20, 21–23, 24–26, 27–29, 30–32). Although the effects of days, of trials, and their interaction were always significant, there were no significant effects or
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9 Of course, subjects could form a production rule to retrieve the specific answer but we assumed they would not be motivated to do so because it was unnecessary. In contrast, on the rule test, the subject’s task of generating the appropriate day and time for that sport was made much easier by using a rule rather than having to perform an analogy to the original example each time.
Figure 11. Latency in rule training as a function of amount of practice.

Figure 12. Proportion errors in rule training as a function of amount of practice.

Figure 13. Latency in example training as a function of amount of practice.

Figure 14. Proportion errors in example training as a function of amount of practice.

interactions of order or rule type (at least using the more stringent Geisser-Greenhouse probability) except for a Trial × Order × Rule Type interaction for the errors in rule training. $F(12, 396) = 2.62, p < .01$, Geisser-Greenhouse $p < .01$, $MS_e = .018$. The effect here was that subjects were somewhat less error prone in early trials in the rule test in the both-test condition if it had been preceded by the example training.


\[ F(1, 33) = .13, MS_e = .064. \] Similarly, there was no difference in example-training test performance between those items that received only example training and those that also received rule training, 6.40 s for both and 6.37 s for only, \( F(1, 33) = .29, MS_e = 8.69; .028 \) errors for both and .024 errors for only, \( F(1, 33) = 1.36, MS_e = .009. \) Thus, practice of the knowledge in one type of training test did not transfer to the other type of training test. This lack of transfer supports the distinction between declarative knowledge (example training) and procedural knowledge (rule training).

**Rule transfer.** We performed ANOVAs on the rule-transfer data in which the variables were how the rule had been trained (both rule test and example test, just rule test, just example test, neither), direction of testing (same vs. reverse), and days (four values). There was no significant difference between rule-only and both, \( t(33) = .66, MS_e = 32.51 \) for latency; \( t(33) = .67, MS_e = .132, \) for errors. Therefore, performance on rule-only and both training conditions have been aggregated. However, performance has been divided for these two conditions into tests in the same direction as practiced and tests in the reverse direction as defined in Appendix B. Figures 15 and 16 plot performance on trained rules in the same direction, trained rules in the reverse direction, rules that received only example practice, and rules that received no practice.

We performed an ANOVA on the latency transfer data in which the variables were training type (same, reverse, example training only, no training) and day. There were significant effects of training type, \( F(3, 99) = 30.54, p < .001, MS_e = 15.30, \) day, \( F(3, 99) = 58.98, p < .001, MS_e = 24.20, \) and an interaction between the two, \( F(9, 297) = 2.34, p < .05, MS_e = 7.73. \) With respect to the effect of training type, the no-training condition was significantly slower than example-only training, \( t(99) = 2.62, p < .01; \) example-only training was slower than reverse training, \( t(99) = 2.10, p < .05, \) and reverse training was much slower than same training, \( t(99) = 4.52, p < .001. \) The basic character of the Day \( \times \) Condition interaction is that the difference disappears over days among the no training, example-only training, and reverse-training condition (from a difference of more than 3 s on Day 1 to less than 1 s on Day 4), whereas the same condition maintains its 2-s advantage over the reverse condition throughout the experiment.

The data are consistent with the prediction of asymmetry in procedural knowledge. Everywhere the reverse condition is closer to the example-only condition than it is to the same condition. The small initial advantage of the reverse direction over example training may reflect some difficulty in correctly identifying the underlying relationship (e.g., the second day is one more than the first and the second hour is two less). Once this is cleared, there is no advantage. Thus, the data in the figure provide strong evidence for the ACT–R claim of asymmetry in procedural knowledge.

With respect to error rate, the reverse direction is closer to the same direction than example training. However, the error data shows the same interaction as the latency data in that the difference between example training and reverse direction diminishes while the difference between reverse direction and same direction maintains itself. This is consistent with the interpretation of the latency interaction as reflecting some initial benefit of practice in either direction on identifying the rule.

Although ACT–R is unambiguous in its prediction of asymmetry in latency, its predictions for errors are more complex. One has to consider all the ways in which errors can occur in transfer. There are at least four bases for errors to occur:

1. The subject might make an error for the same reasons already discussed with respect to the training data (see discussion of retrieval errors vs. other errors in the Results section of Experiment 1).
2. The subject may have forgotten the example. This seems particularly possible in the no-training condition.
3. The subject may misunderstand the rule embedded in the example. This seems particularly possible in the example-only and no-training conditions.
4. The subject may get confused about the direction in which to apply the rule. This seems particularly possible in the reverse condition.

Table 3 provides an analysis of the errors in transfer relevant to this classification. We scored separately whether the subject got the hour and the day right and then averaged these two scores. Thus, each trial offers two opportunities for an error, and Table 3 reports average error rates over these two opportunities. We have classified errors into directional errors in which the subject has applied the right rule but in the wrong direction (e.g., produced a -2 transformation in day or hour when a +2 transformation was required) and nondirectional errors that includes all other errors in production of the day or hour.\(^{10}\) Even though directional errors represent only one incorrect choice and nondirectional errors sum all other choices, there are slightly more directional errors overall. Thus, the fourth type of error is a significant factor. With respect to nondirectional errors, there is no difference in error rate between the reverse direction and the same direction. With respect to directional errors, there is a higher error rate in the reverse case, \(t(108) = 1.82, p < .05\), one-tailed. This reflects a greater propensity for the fourth type of error in the reverse case. There is a large difference between the example-training-only condition and the conditions where there is procedural practice. Presumably, this difference reflects the contribution of the third type of error in the declarative-only condition in which the subject has not had training in identifying the rule. There is also a large difference between the example-training-only condition and the no-practice condition reflecting in part the contribution of the second type of error.

There is no difference in nondirectional error rates for the same and reverse conditions. On the other hand, there are increased directional intrusions in the reverse direction condition. This is consistent with a view that holds that subjects first extract a declarative representation of the rule and then compile it into a production. Thus, acquiring a production in either direction will guarantee the rule is extracted and so give the same low rate of nondirectional errors. However, practicing that production rule will result in specific strengthening of the rule that will show up in shorter latencies and directional

errors because the highly practiced rule will sometimes intrude when the other is required.

**Example transfer.** Figures 17 and 18 show comparable data for the example-transfer test using the analogous aggregation scheme (i.e., the role of example-training and rule-training switch in the analogy). For definitions of the conditions displayed in Figures 15–18, see Appendix B. Comparable ANOVAs were performed on these data as on the data in Figures 15 and 16. In this case, there is no difference between items that received just example training or example training and rule training, \(t(33) = .85, MS_e = 15.62\) for latency, \(t(33) = .71, MS_e = .073\) for errors. Therefore, these two conditions were collapsed and then divided according to whether the testing was in the same direction as training.

The corresponding ANOVA was performed on the declarative latency data as was performed on the procedural latency data. There were significant effects of type of training, \(F(3, 99) = 19.62, p < .001, MS_e = 7.62\); of days, \(F(3, 99) = 70.76, p < .001, MS_e = 3.57\); and a significant interaction between training and days, \(F(9, 297) = 6.47, p < .001, MS_e = .98\). The no-training condition was not significantly slower than rule-training-only condition, \(t(99) = 1.26, p > .05\); rule-only training was significantly slower than reverse training, \(t(99) = 3.99, p < .001\); and reverse training was not significantly slower than same-direction training, \(t(99) = 1.30, p > .05\). The nature of the Day × Condition interaction appears to be that only on the first day is there an advantage of rule training over no training. A contrast, specifically testing this, is significant, \(t(297) = 2.81, p < .01\). This replicates the interaction from Experiment 2 and is consistent with the view that examples are used in the rule task only on the first day. After the first day, problem solving by analogy to the examples drops out.

---

10 Note these are not the only logical ways subjects could make errors. They could also make errors in reproducing the day and time with which they were prompted, but such errors were rare.
Summary of Experiment 3

This experiment replicates and extends the picture from the previous experiments. The significant results are as follows:
1. Rule training, particularly under a latency measure, corresponds to a power function from the very first trial. This disconfirms ACT-R’s prediction of a first-trial discontinuity.
2. There appears to be no permanent retention losses for either rule training or example training. The initial loss is really just a warm-up decrement. This result is unexpected on all theoretical perspectives.
3. There is a strong asymmetry in rule transfer that does not appear in example transfer. This supports the declarative-procedural distinction in ACT-R.
4. There is no transfer between rule training and example training (i.e., no advantage of training on both over just on the target activity). This is also consistent with the procedural-declarative distinction.
5. There is only a benefit of the first day of procedural practice on example retrieval and no benefit thereafter. This suggests that the example is only being used in analogy on the first day and after that the rule is directly used.

General Discussion

These results clearly call for changing one assumption in the ACT-R theory. This is that the subjects switch from an example-based processing to a rule-based processing in a single trial. There is no first-trial discontinuity in any of the data. Rather, there seems to be a gradual shift from example-based processing to rule-based processing. Perhaps each trial gives subjects another opportunity to encode the rule. Or perhaps rule-based processing and example-based processing compete as alternative means of answering the procedural questions. After a day of practice, subjects had largely switched to rule-based processing. Evidence for this is the strong procedural asymmetries that emerge and the diminishing transfer to a declarative test after the first day. Novick and Holyoak (1991) also concluded the shift from analogy to examples to rule-based processing is gradual. Similarly, Vokey and Brooks (1992) argued that performance in the Reber task is a mixture of example-based performance and more abstract rule-based performance.

With practice on the procedural-rule task, subjects extract a declarative representation of the rule and compile a production to embody it. Extracting a declarative representation of the rule provides some benefit in the reverse direction, especially with respect to error rate. However, extensive practice should strengthen only the production, producing directional asymmetry particularly with respect to latency.

The latency data in Experiment 3 showed another asymmetry between procedural and declarative learning when measured by latency. There was large positive transfer from example-only training (relative to no training) to the procedural rule-transfer test, whereas there was only little transfer (and only on the first day) from rule-only practice to the declarative example-transfer test. This indicates that subjects can use the examples to perform the procedural task but not the rules to perform the declarative task. Thus, increased speed at retrieving the examples speeds analogical solving of
the procedural task but increased speed at applying a rule does not facilitate retrieving an example. One only gets procedural-to-declarative transfer on the first day when subjects are still using the examples in analogy.

It is interesting to consider Logan’s (1988, 1990) theory of skill acquisition in light of these results. He has emphasized a process of learning by which subjects go from rules to specific examples. According to his theory, the power law of learning is due to increased retrieval of the specific examples. The results of our study do not fit this theory well. For instance, because we plot trial-by-trial initial learning we are seeing large, dramatic power-law learning when there are no examples being repeated. An example was never repeated from the first trial to the second trial in Experiments 2 and 3, but subjects decreased from an average of more than 33 s to less than 25 s for a decrement of more than 25%. Clearly, the improvement being observed on Trial 2 is not due to retrieving the example from Trial 1. Indeed, none of the learning on Day 1 can be due to example repetition because no examples are repeated.

In contrast to Logan’s (1988) proposal of rule-to-instance transition, the data indicate an instance-to-rule transition of a sort. That is, subjects are switching from using an example in analogy to using a rule. It is possible that further along subjects might memorize the application of the rule to specific examples and retrieve these as well. However, it is clear that the power-law learning cannot be exclusively due to retrieval of specific examples of applying the general rule.

---

It is true that, although the whole example would not repeat, either the day or time might repeat. There was approximately a one-quarter probability of either the day or time (but not both) repeating from example to example. Even if repetition of this half-reduced problem solution time on it to zero, it would only produce an average speed up of one eighth in contrast to the more than one-quarter speedup observed.
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Appendix A

Procedure and Conditions in Experiment 3

Materials

2. Randomly create examples 1–8 to instantiate Rules 1–8.

Day 1

a. Study Examples 1–8.
b. Three-pass dropout learning phase for Examples 1–8.
c. Rule training: Rules 1–4 tested 32 times each.
d. Example training: Examples 3–6 tested 32 times each.
e. Rule transfer: Rules 1–8 tested both ways twice.
f. Example transfer: Examples 1–8 tested both ways twice.

Days 2–4

Phases c–f repeated.

Sample Materials

1. Rule 3: +2, −2
2. Example 3: Might Be Saturday 3 Hockey Monday 1
3. Rule 3 might be trained with queries like Hockey Friday 3 for which the correct answer is Wednesday, 5.
4. Example 3 might be trained with queries like Hockey Monday for which the correct answer is 3, 1.
5. A reverse test of rule 3 would be Hockey Saturday 7 for which the correct answer is Saturday 5.
6. A reverse test of example 3 would be Hockey 3 Monday 1 for which the correct answer is Saturday, Monday.

Appendix B

Conditions in Figures 15–18

Rule Transfer

Same direction: Rules 1–4 tested in direction practiced.
Reverse direction: Rules 1–4 tested in direction not practiced.
Example training: Rules 5 and 6 tested in either direction.
No training: Rules 7 and 8 tested in either direction.

Example Transfer

Same direction: Examples 3–6 tested in direction practiced.
Reverse direction: Examples 3–6 tested in direction not practiced.
Rule training: Examples 1 and 2 tested in either direction.
No training: Examples 7 and 8 tested in either direction.
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