
Social	
  Cogni+on:	
  Memory	
  Decay	
  
and	
  Adap+ve	
  Informa+on	
  Filtering	
  

in	
  an	
  ACT-­‐R	
  Simula+on
Chris&an	
  Lebiere	
  &	
  David	
  Rei2er

Carnegie	
  Mellon	
  University

Collaborators  Katia Sycara, Paul Scerri, et al.
Programming: Yury Vinokurov, Antonio Juarez, et al. 
Funding AFOSR MURI 7

1Friday, July 27, 12



Teamwork: No one is as dumb as all of us.

One solution to inefficient collaboration?
Forgetting.
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Forgetting as a factor of task success

 Decay: Information availability decreases over time

• Individual memory: decay of knowledge

• Collective memory: adaptive message filtering

 Decay can help cognitive systems adapt to changing 
ground truth, to dynamic network structures and 
communities.

 Memory in individuals and groups is key to joint success.

 Forgetting helps groups to maintain knowledge.
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Simulation

Datasets Experiments

Modeling
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Geo Game: A Joint, Communication-Based Task

Reitter, Sycara, Lebiere, Vinokurov, Juarez, Lewis (BRIMS, 2011)
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Distributed Lexical Memory 

Internal storage
declarative memory

Externalization
information storage is outsourced to network
held transiently in distributed memory
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What is stored?
label-location associations

Communication
Each node (player) broadcasts to its
network neighbors
Physical location (which town) does 
not matter.
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Simulation

• Decay

• How does task-performance correlate with base-level learning decay?

• Metacognitive Communication Filtering

• When individual agents adapt their “verbosity” and filter information, does it 
increase task performance?
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• Declarative memory:

• item X at location Y

• item X is needed

• Decisions:

• forward a given message?

• send observed fact (X-at-Y)?

Read next 
message Forward 

Message

Answer 
Question

Can retrieve 
answer?

retain'facts
&requests

Still moving?

yes

no

yes

no

New Messages?noRehearse Items

Declarative 
Memory

Decide: 
Forward 

message?

yes

Move Randomly

Cognitive Model of the Geo Game
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Base-level learning implements decay in individuals.

Adaptive Filtering implements decay at the network level.

Scalable ACT-R implementation: 
ACT-UP.    (Reitter & Lebiere, ICCM 2010)
http://act-up.psy.cmu.edu/

Simulation of large communities (n=500)

Questions:
Does adaptive filtering increase task success?
What is the role of base-level decay?

Read next 
message Forward 

Message

Answer 
Question

Can retrieve 
answer?

retain'facts
&requests

Still moving?

yes

no

yes

no

New Messages?noRehearse Items

Declarative 
Memory

Decide: 
Forward 

message?

yes

Move Randomly

Cognitive Model
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A Rational Basis for α=0.5?

• Memory decays with the need for information in the environment

• The environment is the result of human decisions (based on memory and more), 
but also of a network of humans producing information.

• Exposure to information (and need to recall/use it) is a result of one’s position in 
the network, the other participants, the network structure, and the task.

• Hypothesis: Improved performance for plausible values of α and plausible 
networks (small-world networks). 
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Effect of base-level decay
Task performance (slow game, with outliers)
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Figure 2: Task performance (items collected per agent) for
different network types over a range of base-level learning
decay values. The version of the game used here gives mod-
els ample time to communicate while changing location.
95% confidence intervals (uncorrected for multiple compar-
isons) are shown, which were obtained by bootstrapping.

decay variable settings that are realistic with respect to de-
cay commonly used in cognitive models. The dynamic envi-
ronment provides a changing ground truth, but, as we aim to
show here, it also consists of a network of individuals. As a
consequence, we would expect that realistic temporal decay
of the accessibility of memorized facts adds a performance
benefit for typical social network structures.

Figure 2 shows the effects of decay on performance, and
its interaction with communication structure. Decay seems
to negatively impact performance across the board. At a re-
alistic decay of 0.5, performance is comparable to the per-
formance that was obtained empirically.

However, examining task performance in more detail
shows a bimodal distribution, with peaks at about 4 and
92 items taken. Some agents achieve extraordinary perfor-
mance, whereas we found no observable correlation with the
node’s degree in the communication network (size of neigh-
borhood). As any means-based analysis is strongly affected
by outliers, we exclude results with performance � 30 (the
top 17%) in Figure 3. We do so in this case only. Here, we
see a substantially changed effect of base-level decay: de-
cay improves performance by up to a factor of 2 for com-
municating and non-communicating agents. This improve-
ment slows down for decay values of around ↵ > 0.5, pro-
vided agents communicate. For low and high decay values,
the benefits of communication seem diminished.

A modicum of decay seems to purge outdated information
from memory. The amount of decay in humans is considered
an innate constant and not controllable. These results lend
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Task performance (slow game, without outliers)
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Figure 3: As in Figure 2, but excluding outliers (agents with
performance of 30 or better).

no support yet for the idea that networks with more com-
mon structural properties (high clustering factor, or scale-
invariance, or low betweenness, as in small worlds) show
some form of co-adaptation with (human) decay. However,
this effect is only seen for networked communication com-
pared to the case of agents searching for themselves.

Among the questions arising from these data is the one
referring to external validity. To what extent do these results
depend on the set of parameters used in this simulation?
Coman et al.’s (2012) recent results suggest co-adaptation
of forgetting and the size of the social group. Running the
same simulation in smaller teams (25 agents), we obtain
similar effects. Small teams fare considerably better: their
task performance measured in items obtained was approx-
imately twice as high. The effect of memory decay and its
interaction with network topology is consistent with that in
the large communities.

A fundamental task for each individual playing the Geo
Game is to decide how much to communicate, and how
much to concentrate on visiting different locations. We see
this as a trade-off between benefitting from a distributed sen-
sor network (the other agents) and the cost of communica-
tion. On a functional level, this amounts to a decision be-
tween internalizing facts (storage in individual memory) and
externalizing them (storage in the network). For this reason,
the following experiments parametrize the Geo Game such
that agents move ten times as fast between locations. This
speed-up further limits the time available for communica-
tion, but also for individual rehearsal of knowledge. Figure 5
demonstrates the baseline performance of the agents in this
round of simulations.

Metacognitive Communication Filtering

Humans can adapt their choice of action strategy upon ex-
plicit reflection, but also according to ongoing monitoring.
This ability is referred to as metacognition. In Geo Game,
communication bandwidth is limited. Agents have no a-
priori information about their position in the network, or
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Speed-up

Metacognition: chosen amount of communication

base−level learning decay

pr
ob

ab
ilit

y 
of

 s
en

di
ng

 a
n 

un
ne

ed
ed

 m
es

sa
ge

0.3

0.4

0.5

0.6

0.7

0.2 0.4 0.6 0.8

RandomGraph

SmallWorld

Tree

Figure 4: Agents send more unnecessary messages when in-
ternal memories decay too slowly or too quickly.

variables influencing communicative choices, such as trust
for network neighbors. Communication is not universally
helpful. For instance, Figure 4 shows the model’s derived
utility of communication across a range of decay values.
When memory is particularly short-lived, the models ben-
efit much more from communication.

In our agent-based simulation, we introduce a mechanism
that adjusts the communication strategy dynamically based
on perceived success. Its goal is to maintain an expectation
s0 of how the utility of communication. The metacognitive
model will then send a message whenever it knows of a
need; in addition, it may send it according to a stochastic
decision function, i.e., with probability s0.

Instance-based learning (IBL, Gonzalez, Lerch, and
Lebiere 2003) is a design pattern that stores episodic infor-
mation of different categories in order to retrieve an ideal
version of each category. For instance, an IBL model may
experience task success in different runs, associated with
different strategies. Later, it may determine an evaluation
of each strategy according to its average task success. In
our model, IBL stores an episode ei =< si, ti > when-
ever an agent becomes aware of a useful fact after time pe-
riod ti, having used a certain communication strategy si (1.0
for communication, and 0.0 for no communication). That is,
when the item’s location was originally requested in a mes-
sage sent by the agent and received in a message from an-
other one, si = 1.0 and ti indicates the time passed since
the first request. When the item’s location was discovered
by exploration, si = 0.0 and ti indicates time spent between
item assignment and discovery. To decide how much to com-
municate, IBL produces a blended episode e0, where s0 is a
weighted mean of the stored episodes. We aim to minimize
the time it takes to obtain information about an item’s loca-
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Figure 5: Agent performance after speed-up of the game
(which limits communication bandwidth).

tion by requesting t0 = 0.0 as part of the blending process.
Thus, recent episodes are weighted more heavily as well as
ones with a low ti. Based on the calculated s0, agents throttle
communication.

We found that the metacognitive filter, overall, hurts
performance (Figure 6). Yet, for small-world and random
graphs, performance is enhanced at realistic (human) de-
cay values (around 0.5). We also compare performance of
metacognition against more extreme communication strate-
gies (Figure 7): either targeting (only communicating when
information is needed), or dumping (always communicat-
ing). We find that task success is enhanced for a range of re-
alistic decay values (approx. 0.3–0.5). (This holds also true
for smaller networks (|N | = 25) for decay values 0.3–0.6.)
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Figure 6: As Figure 5, but with throttling based on metacog-
nitive monitoring of the utility of communication.
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Metacognition

• How much communication is needed in a network setting?

• Attentional trade-off:

• Maximal communication: players send all available information, and forward 
each message (stochastically dampened)

• Filtered communication: players decide whether a piece of information is 
needed by the message’s recipients

• Model: Instance-based learning (Gonzalez et al. 2003)

• When an item is found, we correlate it with a previous communication about 
that item.  If we find an item without prior communication, we take it as 
evidence against the utility of communication.

• Communication is throttled (stochastically) according to its estimated utility.
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Adaptive Filtering in Small World Networks
Adaptive filtering:  pass message based on recent success of communication
non-adaptive targeting: keep track of requested information

Small-World Graphs

Organizational Hierarchies (Trees)
Reitter & Lebiere, AAAI 2012
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Dumping vs. Targeting

• Basic manipulation: dumping vs. targeting of information

•Dump condition (Full information - external storage)

•Post all relevant information – items in cities
Maximize information at cost of overloading attention/memory

“chicago is empty”, “radio fork wrench in paris”

• Target condition (Filtering - more internal storage)

•Specify needs and only answer/forward relevant information

•Minimize overload at cost of opportunities

•“wheres knife????”, “ladder in pittsburgh!!!!”
Reitter, Sycara et al., BRIMS 2011
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Empirical: Filtering increases task success

If human networks serve as useful information filters, then 
a targeted communication policy should

• increase the overall performance (points)

• increase efficiency (points per message)

22000

23000

24000

25000

26000

dump target

p=0.07

total score

2x17 participants,
within-subject(group) design
30 minutes per condition

Reitter, Sycara et al., BRIMS 2011

dump

target
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Necessary communication?Metacognition: chosen amount of communication
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Figure 4: Agents send more unnecessary messages when in-
ternal memories decay too slowly or too quickly.

variables influencing communicative choices, such as trust
for network neighbors. Communication is not universally
helpful. For instance, Figure 4 shows the model’s derived
utility of communication across a range of decay values.
When memory is particularly short-lived, the models ben-
efit much more from communication.

In our agent-based simulation, we introduce a mechanism
that adjusts the communication strategy dynamically based
on perceived success. Its goal is to maintain an expectation
s0 of how the utility of communication. The metacognitive
model will then send a message whenever it knows of a
need; in addition, it may send it according to a stochastic
decision function, i.e., with probability s0.

Instance-based learning (IBL, Gonzalez, Lerch, and
Lebiere 2003) is a design pattern that stores episodic infor-
mation of different categories in order to retrieve an ideal
version of each category. For instance, an IBL model may
experience task success in different runs, associated with
different strategies. Later, it may determine an evaluation
of each strategy according to its average task success. In
our model, IBL stores an episode ei =< si, ti > when-
ever an agent becomes aware of a useful fact after time pe-
riod ti, having used a certain communication strategy si (1.0
for communication, and 0.0 for no communication). That is,
when the item’s location was originally requested in a mes-
sage sent by the agent and received in a message from an-
other one, si = 1.0 and ti indicates the time passed since
the first request. When the item’s location was discovered
by exploration, si = 0.0 and ti indicates time spent between
item assignment and discovery. To decide how much to com-
municate, IBL produces a blended episode e0, where s0 is a
weighted mean of the stored episodes. We aim to minimize
the time it takes to obtain information about an item’s loca-
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Figure 5: Agent performance after speed-up of the game
(which limits communication bandwidth).

tion by requesting t0 = 0.0 as part of the blending process.
Thus, recent episodes are weighted more heavily as well as
ones with a low ti. Based on the calculated s0, agents throttle
communication.

We found that the metacognitive filter, overall, hurts
performance (Figure 6). Yet, for small-world and random
graphs, performance is enhanced at realistic (human) de-
cay values (around 0.5). We also compare performance of
metacognition against more extreme communication strate-
gies (Figure 7): either targeting (only communicating when
information is needed), or dumping (always communicat-
ing). We find that task success is enhanced for a range of re-
alistic decay values (approx. 0.3–0.5). (This holds also true
for smaller networks (|N | = 25) for decay values 0.3–0.6.)
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Metacognition (fast game)
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Figure 6: As Figure 5, but with throttling based on metacog-
nitive monitoring of the utility of communication.
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Bandwidth throtteling through Metacognition

base−level learning decay
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Figure 7: Metacognition beats maximally and minimally
talkative agents at cognitive plausible values of individual
decay, but it is outperformed for high decay values.

Truth: metacognition and network degree
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Figure 8: Metacognition allows agents to make use of larger
network neighborhoods. (Random graphs behave like small
worlds and are omitted for clarity.

Metacognition can be seen as an additional filter for the
agents. In this game, agents have to choose between exter-
nalizing and internalizing information. For internally main-
tained knowledge, activation decay allows each agent to dis-
card old and possibly outdated information. For externally
maintained knowledge, metacognitive filtering can provide a

similar decay. At the network level, information is discarded
when it is no longer passed on. When agents choose to not
pass on messages based on a stochastic function, informa-
tion decays rather than persists in the network.

The Geo Game uses the number of items taken as a mea-
sure of success. This can be seen as a proxy for the availabil-
ity of information and integrates both the time spent waiting
for information, and the accuracy of information obtained.
Accuracy is particularly relevant in systems with changing
ground truth. We define accuracy as the proportion of correct
facts received by a node over the number of facts received
overall. We find that metacognition substantially improves
the accuracy of messages in the system for small-world and
random graph networks; it worsens accuracy for trees.

The mean size of a node’s network neighborhood (de-
gree) contributes to the availability of information; however,
can popular agents make better use of their large neighbor-
hoods? Figure 8 illustrates that the smart choice of commu-
nication strategy lets agents make better use of their large
neighborhoods. This does not apply in tree hierarchies. We
find that a small-world network topology does perform best,
but it requires selective filtering of messages. These simu-
lations used randomly sampled BLL parameters (0.3–0.6).
Random Graphs and small-world topologies showed very
similar behavior. We believe that saturation of the network
with messages in the non-filtered configuration may account
for the similarity in random graphs and small worlds. Simi-
larly, the task at hand does not necessarily benefit from the
higher clustering coefficient in small worlds. The average
degree that can affect attentional load in the agents was con-
trolled across these two types of networks.

Discussion

The ideas we explore here are basic: can forgetting help
multi-agent systems maintain a representation of true facts
when ground truth changes? Our cognitive models carry out
a foraging task; they are developed according to empirical
observations of humans working on this task. We find that
average task performance improves with increasing individ-
ual memory decay. This suggests that time-based decay is
a useful heuristic for agents that allows them to discard out-
dated information. It is important to examine the interactions
of forgetting with network topology, and to see how much
forgetting is useful.

We show two simple ways to improve information trans-
mission and flexibility in multi-agent communication net-
works with dynamic ground truths: temporal decay in each
agent’s belief state, and metacognitive reasoning to max-
imize communication efficiency. Both techniques are in-
spired by human cognition. They may be useful not just for
simple agents, but also in complex computer-based or mixed
human-computer systems.

Under the rational assumption that forgetting mechanisms
have co-evolved with social structure, we expect that cog-
nitively plausible forgetting is most useful for commonly
found network topology with small-world properties. Step-
ping outside of cognitively bounded simulation, we can ex-
plore more extreme assumptions in order to determine useful
strategies for multi-agent systems.
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Bandwidth throtteling through Metacognition

base−level learning decay
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Figure 7: Metacognition beats maximally and minimally
talkative agents at cognitive plausible values of individual
decay, but it is outperformed for high decay values.

Truth: metacognition and network degree
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Figure 8: Metacognition allows agents to make use of larger
network neighborhoods. (Random graphs behave like small
worlds and are omitted for clarity.

Metacognition can be seen as an additional filter for the
agents. In this game, agents have to choose between exter-
nalizing and internalizing information. For internally main-
tained knowledge, activation decay allows each agent to dis-
card old and possibly outdated information. For externally
maintained knowledge, metacognitive filtering can provide a

similar decay. At the network level, information is discarded
when it is no longer passed on. When agents choose to not
pass on messages based on a stochastic function, informa-
tion decays rather than persists in the network.

The Geo Game uses the number of items taken as a mea-
sure of success. This can be seen as a proxy for the availabil-
ity of information and integrates both the time spent waiting
for information, and the accuracy of information obtained.
Accuracy is particularly relevant in systems with changing
ground truth. We define accuracy as the proportion of correct
facts received by a node over the number of facts received
overall. We find that metacognition substantially improves
the accuracy of messages in the system for small-world and
random graph networks; it worsens accuracy for trees.

The mean size of a node’s network neighborhood (de-
gree) contributes to the availability of information; however,
can popular agents make better use of their large neighbor-
hoods? Figure 8 illustrates that the smart choice of commu-
nication strategy lets agents make better use of their large
neighborhoods. This does not apply in tree hierarchies. We
find that a small-world network topology does perform best,
but it requires selective filtering of messages. These simu-
lations used randomly sampled BLL parameters (0.3–0.6).
Random Graphs and small-world topologies showed very
similar behavior. We believe that saturation of the network
with messages in the non-filtered configuration may account
for the similarity in random graphs and small worlds. Simi-
larly, the task at hand does not necessarily benefit from the
higher clustering coefficient in small worlds. The average
degree that can affect attentional load in the agents was con-
trolled across these two types of networks.

Discussion

The ideas we explore here are basic: can forgetting help
multi-agent systems maintain a representation of true facts
when ground truth changes? Our cognitive models carry out
a foraging task; they are developed according to empirical
observations of humans working on this task. We find that
average task performance improves with increasing individ-
ual memory decay. This suggests that time-based decay is
a useful heuristic for agents that allows them to discard out-
dated information. It is important to examine the interactions
of forgetting with network topology, and to see how much
forgetting is useful.

We show two simple ways to improve information trans-
mission and flexibility in multi-agent communication net-
works with dynamic ground truths: temporal decay in each
agent’s belief state, and metacognitive reasoning to max-
imize communication efficiency. Both techniques are in-
spired by human cognition. They may be useful not just for
simple agents, but also in complex computer-based or mixed
human-computer systems.

Under the rational assumption that forgetting mechanisms
have co-evolved with social structure, we expect that cog-
nitively plausible forgetting is most useful for commonly
found network topology with small-world properties. Step-
ping outside of cognitively bounded simulation, we can ex-
plore more extreme assumptions in order to determine useful
strategies for multi-agent systems.
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Successful Teamwork: Conclusions

 Forgetting (information decay) increases task success at different levels

• Activation decay in individual, declarative memory

• Network-level filtering in message-passing paradigms

• Can social norms evolve to promote filtering?

Truth: metacognition and network degree
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