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ABSTRACT
In the concluding section of the Atomic Components of Thought (Anderson & Lebiere, 1998), the authors note that “... ACT-R does not have a mechanism for producing continuously varying answers like confidence ratings, similarity judgments, or magnitude estimates.”  Such a mechanism, called blending, is described here expanding on a proposal in (Lebiere, 1998).  Instead of retrieving a single chunk from declarative memory, continuously varying answers can be produced by retrieving the aggregate result of a set of memory chunks.  The answer of such a retrieval is defined as the value which minimizes the sum of the squared dissimilarities with the answer proposed by each chunk, weighted by the chunk’s probability of retrieval as defined by the Boltzmann equation.

This mechanism applies equally well to continuous and to discrete domains.  At the discrete end of the spectrum, if no similarities are defined between values, then each chunk proposes its own answer and the strongest wins.  This is equivalent to the current retrieval mechanism, with the exception that separate chunks proposing the same answer can now pool their strengths instead of competing separately, providing a dynamic generalization of the chunk merging mechanism.  At the continuous end of the spectrum, the answer is the average of the values proposed by each chunk, weighted by their probabilities of retrieval.  Intermediate points along the spectrum include integers, coarse scales, and domains with some similarities but no regular scale.
An application of this mechanism to the problem of the retrieval of large multiplication facts is described.  If a single chunk were retrieved, one would expect the errors in retrieval to consist mostly of table errors, i.e. answers to related facts in the multiplication table.  Instead, errors for young children form a fairly continuous pattern, with the errors being generally smaller than the correct answer and decreasing gradually in probability with the distance from it (Siegler, 1988).  This pattern is reproduced very closely by this mechanism, since errors are produced not by retrieving a single mismatching fact but by the aggregation of answers to similar facts, which tend to be smaller but of similar magnitude as the correct answer.  An application of this mechanism to a similarity judgment task will also be presented.  Blending has also been applied to a variety of control problems such as Broadbent’s transportation task (Wallach & Lebiere, 1999) and real-time dynamic decision-making tasks (Gonzalez, Lebiere & Lerch, 1999).

This mechanism can be viewed as a generalization of well-known AI techniques.  Neural networks have a similar ability to learn in their connection weights a number of training patterns and produce an output that reflect the constraints of the entire training set rather than any specific pattern.  The Bayes Optimal Classifier produces the most likely outcome weighted over all hypotheses (ACT-R chunks), rather than simply the most likely hypothesis (most active chunk).  Linear weighted regression is an instance-based machine learning algorithm that produces the answer that minimizes the squared error between a fitted function and a set of data points, with each data points being weighted by its distance to the query point.  The blending mechanism combines attributes of all these techniques.
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