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Outline

 Brief Background
– Project objectives
– FORMS

 Progress Report
– Empirical studies

 Interactions among different spatial representations (Memory &
Cognition, in press)

 Hierarchical organization of spatial knowledge
 “where’ and “what” interaction (cogsci 2005)
 Spatial updating (Spatial Cognition and Computation, 2005)
 The role of spatial location in multi-digit number comparison

– The spatial module in ACT-R
 Future work

The brain & ACT-R5

Act-R

Rule Module

(Basal Ganglia)

Goal Module
DM Module

(Temporal)

Visual Module

(Occipital)

Manual Module

(motor/cerebellum)

Goal Buffer

(DLPFC)

Manual Buffer

(Motor)

Visual Buffer

(Parietal)

Retrieval Buffer

(VLPFC)

Environment

At the center of the brain lies a cluster of strange-
shaped modules that together are known as the limbic

system. This is the powerhouse of the brain —
generator of the appetites, urges, emotions and moods

that drive our behavior. Our conscious thoughts are
mere moderators of the biologically necessary forces
that emerge from this unconscious underworld; where
thought conflicts with emotion, the latter is designed by

the neural circuitry in our brains to win.
Rita Carter, Mapping the Mind. (1998, p54)
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The spatial brain

visual,

auditory,

tactile

inputs

Parietal Lobe

Hippocampus
“spaceless data enter the hippocampal system
and cognitive maps come out” (O’Keefe and
Nadel, 1979, p520).

(“where” pathway, 
Ungerleider & Mishkin,1982
Andersen et al,1997)

Elementary spatial functions via
the visual-location buffer

+visual-location>
ISA visual-

location
screen-x 200
screen-y 300
kind text
value “OK”
colorred
…

• Spatial cognition and
vision have different
computational goals!
Visual feature-based
spatial representations
blurred this difference.

• “Primacy of spatiality in
perceptual-motor
relations” - David Kieras
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Project objectives

 To understand how
human spatial cognition
works

– To develop a theory of
human spatial cognition
based on solid
psychological and
neuroscience evidence.

– To explore how to map
the theory onto the ACT-
R architecture as an add-
on spatial module.

The concept of space

 Physical space: the boundless extension of the field in which
we, and everything else, physically reside and move around.

 Psychological space: representation of physical space in the
brain and in the mind.

 The two are not identical: While the physical space appears
perfectly three-dimensional, absolute, unified, symmetric, and
Euclidean, it is well documented that the psychological space
is often distorted, relative, asymmetric, hierarchical, and
segmented.
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Frame of Reference

 A frame of reference (FOR) is a coordinate
system that can be used to represent a
space.
– Allocentric (Tolman, 1948; O’Keefe & Nadel,

1978; Gallistel, 1990; Nadel, 1999)
– Egocentric (Tarr, 1998; Wang & Spelke, 2000;

Hemispatial neglect)
– Intrinsic (Mou & McNamara, 2002; McNamara,

2003)

FORMS

 Stands for Frame Of Reference based Map of Salience
 “Space is represented in the brain and in the mind not once but

multiple times; Each representation is a salience map with a
distinctive FOR”.

 A map of salience is a representation in which only
behaviorally significant information (top-down influence) or
perceptually outstanding information (bottom-up influence) is
explicitly represented.

 In such a map, only a few salient locations and spatial
relationships, defined by behavioral/perceptual significance,
are strongly represented, and all other locations and spatial
relationships are only weakly represented or "do not exist" (i.e.,
not represented at all).

Wang, Johnson, & Zhang, 2001



6

FORMS Implications

 Spatial performance is determined by the
interactions of multiple simultaneously
available spatial representation, each with a
distinctive FOR, and each containing a
partial selection of all possible spatial
information.

Empirical Studies

 Interactions among representations in different
FORs (Memory & Cognition, in press)

 Hierarchical organization of psychological space
 Interactions between “where” and “what”

pathway (cogsci’2005)
 Spatial updating (Spatial Cognition and

Computation, 2005)
 The role of spatial location in multi-digit number

comparison
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Exp1: Hypotheses

 To memorize object-to-object relations, people select at
least one intrinsic reference system, which can be provided by
a distinctive object. Then, memory is hierarchically organized
according to such reference system.
 Predictions: when retrieving the object relations from the
memory, the reaction times should show a symmetrical
pattern surrounding the anchoring object (hence referred to as
“landmark”). Thus, reaction time is not always proportional to
the corresponding physical distance. Rather, it is determined
by the psychological distance in the hierarchical internal
representation.

Exp1-1

Salient Landmark Non-salient Landmark
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Spatial Relations of Paired Objects

C3C2C1

B3B2B1

A3A2A1

Landmark-object (8 pairs):
B2: one of {A1, A2, A3, B1, B3, C1, C2, C3}

Object-object:
      Distance = 1 or 1.414 units (12 pairs)
      A1:A2, A1:B1, A2:A3, A2:B1, A2:B3, A3:B3
      B1:C1, B1:C2, B3:C2, B3:C3, C1:C2, C2:C3.

      Distance = 2 or 2.818 units (8 pairs)
      A1:A3, A1:C1, A1:C3, A2:C2,
      A3:C1, A3:C3, B1:B3, C1:C3

Grouping Methods

The following grouping methods are based on spatial properties in the
physical world (for example, “group number” increases as “distance”
increases).

1.414yesno43

2.818noyes27
2nono46
2noyes25

1.414nono44

1nono82
1yesno41

Distance
(unit)

L-O
[2]

LM
Linked [1]

# of pairs
(28 total)Group

[1] Two objects linked by the landmark, but the landmark did not appear during the test. E.g., A2-C2, B1-B3.
[2] Landmark-to-object pairs.
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Results

RT as a function of group levels, broken into two salience levels.
Error bars represent standard errors.

1600

1700

1800

1900

2000

2100

2200

2300

2400

2500

2600

1 2 3 4 5 6 7

Groups

R
T

 (
m

s
)

Non-salient

Salient

14 participants, 6272 trials in total, average accuracy: 95.6% (std: 5.27%)

Results: Main Effects and Interaction

 Salience Effect: Object pairs in the salient object array were recognized

more quickly than those in the non-salient object array, [mean difference =

150.3 ms, F (1, 13) = 14.45, p < .01, estimated effect size = .526].

 Group Effect: Physical properties (“groups”) had significant effect on RT,

[F (6, 78) = 17.66, p < .01, estimated effect size = .576]. However, the

effect was not proportional (RT did not correspond to “group level”).

 Significant interaction of “salience” and “groups”, [F (6, 78) = 3.20, p < .01].
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Salience effect at “group level”

* Comparisons of matched pairs across subjects, no correction for
multiple comparisons.

.0093.07294.54290.46

.0043.40871.80244.75

.0202.65053.74142.43

.0073.19675.37240.91

p (two-tailed) *t (13)S.E.
Mean Difference

(ms)
Group
Level

Salience effect at each “group level”

Group 1

Group 3
Group 5

Group 6

Significant Salience Effect Non-significant Salience Effect

Group 2

Group 4
Group 7
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Results – cont’d

Significant differences between groups in pair-wise comparisons
(p values were after Bonferroni adjustment for multiple comparisons):

.00398.76531.344, 7

.00181.71480.304, 6

.01282.86375.724, 5

.00040.74- 263.093, 5

.001100.78- 638.813, 4

.03078.03- 314.232, 4

.04885.72324.582, 3

.00189.75- 519.361, 4

Sig.S.E.Mean Difference (ms)Groups

Exp1-2: Multiple Landmarks
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G0 G1-1 G1-2 G2-1 G2-2 G2-3 G3-1G3-2 G4-1G4-2 G5 G6 G7 G8 G9

Grouping

278458total

9622.828nono29

9612nono28

19222.828noyes47

9626-3 corner-corner

19246-2 corner-side

4812nono16-1, through center

9625-2, side-side, vertical

9612noyes25-1 center-side, horizontal

19242-Apr

19221.414nono44-1 center

19243-2 corner

19221.414yesyes43-1 center

19242-4, corner-side, vertical

19242-3, corner-side, horizontal

19242-2 side-side

9611nono22-1 center-side

9621-3 horizontal

19241-2 vertical

9611yesno21-1 landmark-center

4812nono10

# per 2784
trials [4]Angle [3]

Distanc
eL-O [2]LM Linked [1]# per blockGroup
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Results

1600
1700
1800
1900
2000
2100
2200
2300
2400
2500
2600
2700
2800
2900
3000
3100
3200
3300
3400
3500

0 1-1 1-2 2-1 2-2 2-3 3-1 3-2 4-1 4-2 5 6 7 8 9

Group

R
T(
m
s)

Exp2

Exp1-Sal

RT as a function of group levels, compare
to Exp1-Salient

Exp2: Where vs what

 Ungerleider & Mishkin (1982) suggested that there
were two cortical visual systems in the brain, with a
ventral pathway through inferior temporal cortex
processing information about features that are
critical for object recognition, such as shape and
color, and a dorsal pathway through posterior
parietal cortex processing information about object
location and spatial relations among objects. This
distinction has later been summarized as "what"
versus "where", respectively.

 How do “what” and “where” interact? How do object
features and object locations represented and
bound?
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Nissen Task (1985)

 Stimuli:
– 4 shapes
– 4 colors
– 4 locations

 Duration 60-190 ms
 Mask
 Replaced with cue:

– Conditions:
 Color cue
 Location cue

Green

Nissen Results

 Location cue
– Correct recall of color and shape is statistically independent

 Color cue
– Correct recall of shape is statistically dependent on recall of

location
 Nissen argued that features were stored

independently, but tagged or indexed by location



15

Distributed, Location-Bound Repr.

 Visual representation is feature based, but
features are bound by spatial location

 Location may use one or more FOR

Cogsci’2002

Which direction is faster?

 Nissen: “"subjects were
cued with a color and
reported the location of
the cued color, or they
were cued with a location
and reported the color at
the cued location …
selection by location
would hold no special
advantage" (p. 208).

 

O’Reilly & Munakata, 2000
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Design: Study

Design: Where Testing
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Design: What Testing

 

Results

 retrieval from what to where is faster than the
retrieval from where to what, contradictory to
both predictions described previously.

Condition Baseline Retrieval 
Retrieval-

Baseline 

From-

what-to-

where 

676.1  

(40.9) 

1333.0 

(101.0) 

656.9  

(89.0) 

From-

where-to-

what 

881.7  

(46.4) 

1796.9 

(75.0) 

915.2  

(90.3) 

Difference 
-205.6 

(46.9) 

-463.9  

(86.0) 

-258.3 

(101.0) 

 



18

Discussion

 Segregation of processing is a general
principle underlying the brain’s information
processing. The issue is how different
processing pathways interact and integrate.

 The experiment results suggest that the
underlying symbolic representations of what
and where information are not symmetric.
Some information is readily retrievable and
other may have to be computed online.

Exp3: Spatial updating

 Salience effect
 Intrinsic frame of reference
 Dynamic spatial updating

(Spatial Cognition and Computation, 2005)
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Spatial Representations in Multiple Frames of Reference

Egocentric:
Donut is to
my right-front. Intrinsic:

Donut is
behind Bart.

Observer

Spatial Updating

 Spatial updating in egocentric system is of high
fidelity and automatic (e.g., Rieser, 1989; Shelton &
McNamara, 1997; Sholl & Nolin, 1997; Simons & Wang, 1998;
Wang, 1999).

– Path integration

 Spatial updating in intrinsic system?
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The Submarine Task

Independent Variables

2 x 8 x 8 x 2 within-subjects:

1. Salience (2 levels): Salient (red) vs. Non-salient (white);

2. Submarine Orientation (8 levels): upright, downright, etc.

3. Target Direction (8 levels): Front, Front-left, Left, etc.

4. Number of Salient Objects (2 levels): 2 vs. 4, or, 1 vs. 2.
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Experiment 1: Submarine Translation

At the beginning of
the trial, the
submarine starts
moving along a
straight line (vertical,
horizontal, or
diagonal). At one
point, the submarine
stops and the target
flashes.

Experiment 2: Submarine Rotation

At the beginning of the
trial, the submarine
starts rotating
(clockwise or counter-
clockwise). At one
point, the rotation stops
and the target flashes.
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Experiment 3: Target Rotation

At the beginning of the
trial, the surrounding
objects start rotating
(clockwise or counter-
clockwise). At one
point, the rotation
stops and the target
flashes.

800

900

1000

1100

1200

1300

1400

1500

1600

F RF R RB B LB L LF F

Target Direction

R
T

 (
m

s
)

Non-salient

Salient

Results: Salience Effect

1100

1200

1300

1400

1500

1600

1700

1800

1900

2000

2100

2200

F RF R RB B LB L LF F

Target Direction

R
T

 (
m

s
)

Non-salient

Salient

Experiments 1 & 3:
The submarine orientation
was fixed.

Experiments 2:
The submarine orientation
was changing.
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Interpretations

3. Updating in intrinsic system is not automatic.
two sequentially related components:
A. Establishing and maintaining a frame of reference.
B. Updating the object-to-object relations.

1. Salience Effect : Updating of object-to-object relations
is affected by the behavioral significance of the target
objects.

2. Salience effect is contingent on the establishment
and maintenance of a reference system.

Exp4: Mathematical Thinking

 The brain has a built-in mechanism for sensing quantity, just
like other senses.

 Two origins: Approximate, analog vs exact, digital
representations

 Parietal lobe plays a central role.

Dehaene, S. (1997). The number sense. New York: Oxford University Press.
Dehaene, S., Spelke, E., Pinel, P., Stanescu, R., & Tsivkin, S. (1999). Sources of
Mathematical Thinking: Behavioral and Brain-Imaging Evidence. Science, 284,
970-974.
Dehaene, S., Molko, N., Cohen, L., & Wilson, A. J. (2004). Arithmetic and the
brain. Current Opinion in Neurobiology, 14, 218-224.
Gelman, R., & Gallistel, C. R. (2004). Language and the Origin of Numerical
Concepts. Science, 306, 441-443.
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Spatial information processing in
mathematical thinking

 The human capacity for mathematical thinking has
been traced to a combination of linguistic
competence and visuo-spatial representation

– Modern number systems are based on a multiplicative
principle, achieved by means of place-values.

– Therefore, number processing involves integrative
processing of various visuo-spatial features

– The link to the parietal?

Previous results

(QJEP, 2005)
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Number comparison stroop

 If two-digit number comparison indeed
involves parallel processing, we would
expect 1) a stroop-type of effect, when the
unit digit and the decade unit lead to
different responses, leading to ACC
activation; 2) activation of the parietal cortex
for spatial processing.

(with Dr. Xun Liu, UKY)

Design

 2 (distance 18, 27) x 2 (congruency vs
incongruency)

36

54

69

51
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Results

 9 subjects, all conflict effects are significant.

18 27

congru 675.6 660.2

incongru 714.4 684.0

difference 38.8* 23.8*

distance

fMRI results

Cong vs Incong, ACC NC vs control, IPC



27

The Spatial Module In ACT-R

Act-R

Rule Module

Goal Module DM Module

Visual Module
Manual

Module

Goal Buffer

Manual BufferVisual Buffer

Retrieval Buffer

Environment

Spatial Module

eye-centered buffer

hand-centered buffer

body-centered buffer

world-centered buffer

Key features

 Long term spatial knowledge is stored as chunks and productions in ACT-R
declarative and procedural memory.

 The spatial module consists of 4 buffers, corresponding to the four types of
psychological space specified in FORMS.

– SWM
– Guiding actions

 Visual Buffer for visual features and spatial buffer for spatial information only.
– Can find and attend to an empty spatial location
– Need a chunk to link object with locations:

(obj-location2 isa object-location-pair ^spatial-
location allo-loc21 ^object visual-object10)

 Buffers are synchronized by default, but can be de-synchronized by rule firing.
– Looking at one location and pointing to another is possible
– Neuropsychological disorders

 When attention is moved from one location to another, a chunk representing
the spatial relationship of the two is automatically generated
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Current status

 Version 1.5, directly loadable to ACT-R 5.
 “process-space” develops initial FORMS.
 Version 1.6, for ACT-R6 will be available

really soon.

Spatial
task
taxonomy F

•Pretend you are a character in
a 3D game, go to the room with
the fountain, then the control
room, and then go back to your
starting room.
•Pretend you are in the
submarine on the radar screen,
find a way to reach location A.

E
•Pretend you are a
character in a 3D game,
point your gun at your
enemy.
•Pretend you are in the
submarine on the radar
screen, where is your
enemy?

Immersed

D
Not interesting (i.e., an outside
space is stable, independent of
the movement of the non-
immersed observer).

C
•On the map, which city, A
or B, is closer to city C?
•On the radar, where is
aircraft 1063 relative to
aircraft 2064? After aircraft
2064 moves, what is their
relationship?

Non-
immersed

Secondary
learning
(Spatial

artifacts)

B
•Go buy a cup of coffee and
come back.
•Move forward two steps, turn
180 degrees, move forward five
steps, stop, where are you now?

A
•Is the cup on the table?
•John is standing next to
Mary, and Mary is in front of
Jack.

Primary
learning
(Physical

exploration
)

DynamicStatic
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Future Work

 Use/test/break/extend the spatial module in complex
tasks

– Virtual environment
– Multi-tasking
– …
– Prototype demo (ATC)?
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